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ABSTRACT

Framework of Scene Synthesis for
Collaborative XR:

From MR-based Real Scenes to VR-based
Virtual Scenes
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Hansung University

To facilitate sophisticated and organic collaboration and interaction
between mixed reality (MR) users based on real-world environments and
virtual  reality (VR) users operating within  computer—generated
environments, the seamless alignment and generation of corresponding
spaces and scenes between reality and virtuality are essential. This study
proposes a scene synthesis framework aimed at accurately and effectively
generating  virtual scenes from real-world scenes. The proposed
framework  comprises  geometric  analysis to  understand  the
three—dimensional structure of the real space and semantic interpretation

to classify objects by type and features, facilitating the calculation of
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information necessary for virtual scene generation. To analyze the
three—dimensional ~geometric information of real spaces, Microsoft
HoloLens 2 device and Scene Understanding SDK are utilized to scan real
scenes and extract mesh information of objects (such as walls, ceilings,
and objects). Subsequently, semantic interpretation is performed using
Azure Custom Vision to recognize and classify object types. Objects’ types
(features) in the real space are classified into tags, and labeling tasks are
conducted to connect the geometric information (position) of all classified
objects. Leveraging the object data (tags, transformations) from the real
space, three—dimensional virtual objects are automatically placed, followed
by fine adjustments for rotation and size, resulting in the creation of
virtual scenes corresponding to reality. Based on this, the efficiency and
performance of the proposed framework are evaluated by measuring the
time required for each task, revealing the ability to effectively generate
virtual scenes based on reality in approximately 10 minutes. Furthermore,
this research aims to create educational content in creative studio spaces,
fostering collaboration and interaction between MR and VR users in the
same space. Additionally, a survey experiment is conducted to analyze the
impact of the virtual environments created through the proposed
framework on VR user experience. The results confirm the positive effects
of real-based virtual scenes on user immersion, concentration, and

adaptation, highlighting their potential for enhancing user experiences.

[(Key words) Scene Synthesis, HoloLens, eXtended Reality, Digital Twin,

Virtual Environment
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