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(K-IFRS)<= =gt A a9l 201193AI9E 33718 AFAR A=E 7HA
3 AFARLATE EESHAH

AZ4(2017)= Piotroski(2000)7F AJAISE F-Score 9712 ¥4 g™
(2003), H74d, 24, &43 (2008)4 A5 Tt olAEguETt A
AR OB} 2712 WS Frkste] & 1) AR EE A4 AFEAA

TE
Zotdth. A= 201)e 975 S =5 AFAA9A+% F
% = 3%

o Fag Amete] FoJgt AH/BAAY UxS T
stelom, @stet 2|42 F37|He] AEH s oofd 4 Sl AE=R
A9 &8 ThsAde HESHlH

AH= 3718 AAFEEAE Aln ¥ AXSE #r AE5S 5HoR
20118 =R =A 3 A 71K -TFRS) =Qstdet. oo et 37192 2011
W, EAHRZTE 20139 SAALERE 1—1%’8}1 shdet. Exﬂ 1171%

T 24 ARet ARAE o] olFolHon, =Y

To] A ZA S| A 7|F(K-TFRS)S =Y 20119¥ o]F ARAE A=
= %%’8}71 ottt 1011 2011dEH 20173 72 170d AR 27

d7gste] 4712 MAlHY 71‘?:1% o]-g-5k %7]?3 AFAdY dsrds A
AstAd. 719 AFAdGATe] 2 HH2 Al 48 4S5

Al H
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2.2 MA13d(Machine Learning)ol] 3t A+

2.2.1 WA= o=t

2.2.1.1 wA=d 9 Ads 53

Fzxo] HAHY Al HAHA(Checkers) 7HEAFQ] Arthur Samuel(1959)-2
HA12d (Machine Learning)& ‘2oz mgJdstr] ot AFEH =
AT 222 SE 4 Qi S Bolshs ATRoaka Felalsitt
SAE 10509] AelolAe dolelel Fa4o] W2 2twa egth
olo] AR} HEF(2017+= HAHGE “HolEHE ol8oiA BAACR
ol 942 HHS AFEH=E ohEote] AWE TS
T Aokt &, HAHY-E dlolH, e,

Al @471 A A whEoll fFofete Aol

Tlo

o] A]

2

ol maleld g HlElolE(Big Data), 22H¢E ARTY 59 &4
= ZFS|A olsiallof sttt yobrt mAlEE 2 thel gHEY £ olE, &
stA 2t 719, A, aelE, AFEH TS 885k oA s 3
dEnds FEote ZleR dA7Ae A9 A4 557 1 S8
Zodshs g97leR FHsL vk &, Aol SFo] mEt malede] A

o5 vy dujs & o Sy e 485 ok wiled
& FeE Ao Q4" dold HuHe ol§s
2

< Wele shue] Her Aofsi 3l
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Hglolggt 7]E9] £2XE{ol= AYT 4 gle A= F3 &
o|lHE oJm|gttt. shA|Yt oY HElolH e tEY HolHE thEe 24
dolM= de=, dofe AT ofyzt HlolE 7t AlEste 713
skl 9t 71E TF AEE ou|ith(e]dE, 2019)

MY (Maching Learing) 9] EA-2 gk5ol= 7|AE B3F sfEQlAe] =
ot mEA Aot m4led] 8 FAL2 w2 EAH Aoy ZAIE A
g o It 9] TS AU SUHE 7 e AlLEE AEShe Alo]
o}, o] =4lgdo] HdolHE Zgte =2 gF Ql-FAs(Artificial Intelligence,
ADO] A=t ¢ 4 ek =, HfFE = 7IAR stolg E54%t oy Ee
wAE st 24z ShEsHA st QI = TS LSS Sh= dl

Q7] wjEo]th(Wu, Buyya & Ramamohanarao, 2016).
2212 WA WAL

M 4l2ld (Machine Learning)®] A& 1-5X]5(Artificial Intelligence,
5

ADOlgtE & 4 9tk B o AREE olgste] A

| == 1
2iWﬂ%l%W¥lMWH%OW%QQ%E%¢%
& e | Eﬁﬁﬂ%ﬂ?ﬂ%&ﬂ% @3, NAY A

F ola) AkEe] 7}
o B Alan

al
HAES Atstget ol FAPT}E A7kt

-
5 QIR AL olgta Ha ity

- 20 -



N em : : '
“" | 7|dk ?\'\ i 1 :
——d | | “-\ | i |
| | I ' I I /
b _'EI \ 1 \ I 1
ind s )| . BN S -
o | AR T I 1
| AIH r,f.f I : .I'f' = -'__-______ 1
| / | | v, | —y -
J,- | |I|’ ] r"l
/ ;
L4 | | i I 4
B Sl N
: £ Sey | eeEoE
! TRELY g L Al U
| I I 1 £
| [ i i/ 1
| T T :‘( |
| | | ‘4| |
| I I r)l i I
1950 1960 1990 2010 2013 =

1990dt] o] SAS Mitsh} HEsto] i 2 dlolEeolA mES 2F
= AZZF A3, HolHel ¥ 2 HSE & Ay Z|HdESE A7 dith
| JEE=T, o] A71el HAlEFolek= &o7t 5%

At F4 7S AT wiledolat jith
ol HlojUet i85 AR, A
TtEolyltt. Hldo]H (Big Data)eh= &
= 9 & Eﬂ 15 24& 9

-

olelel 79 GPUS| e A9 4 el SleEA ol
ALAES A4 olBe] A @ ¥ AL Esich 1 A slEe] A7
uh 94 o B8k golt Yk AFWS A4S HuA, olF geld
o REA Hek Py Ah: dolee] Bid Frlz Hud NEYL



H2ld(Deep Learing)> WA Q] gt Hof=z, UrEAQl Al JEHT} ¢
THE FHE on)eitt. HAedo] HolHE Fol AFEY 714 5%
g2 Fojsh= JHiY, g2dS ARE Ee 7IA7 sk Anw W
doto] Agsty mj S ASSch =, oy AAE AAFY X2 E §
of shEetth. geld Y] tEAQl o7t vi2 20169 39 H AAZE F5% &

121 (AlphaGo)9} olAlE 9] ti=rolth(alid, 2018)
915 A 5(Artificial Intelligence), MA12d (Machine Learing), ©21d(Deep
Learnig)®] PAI=E =Astetd [19 2-2]¢F Zth

ARTIFICIAL

TELLIGENCE

MACHINE
LEARNING

DEEP
LEARNING
Py WA
DA % XA

1950's 19460's 1970's 1980's 1990°s 2000's 2010's
(21" 2-2] A, HAHY, 9o A tholo] 1
ZA: https://blogs.nvidia.comyblog/2016/07/29/whats—difference-artificia-intelligenoe-machine-leaming-deepeaming—ai/
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2213 WAyel B8

M A121d (Machine Learning) 71¥-2 37 A &85 (Supervised Learning),
H] 2] 2 8F5 (Unsupervised  Learning), “32}8t<5(Reinforcement Learning), ©]

A A F2 Basiciedae} AZ, 2018)

Meaningful
Compression

Structure Image
Discovery Classification

Custamer Retention

Big data f & i Idenity Fraud = : i i
 Bigd Dimensionality Feature y Fra Classification Diagnostics
Visualistaion Reduction Elicitation Detection

Recommender : = Advertising Popularity
Unsupervised Supervised Prediction

Systemns
Learning Learning Weather

Forecasting
r 1 .
a,c h I n e Population

Growth
Prediction

Clustering
Targetted
Marlketing

Market
Forecasting

Customer

Segmentation Le a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

Robot Navigation Skifl Acguisition

Learning Tasks

(19 2-3] WAd8d 71¥He] 37k EF
Z2: Abdul Rahid (2017)

In https://www.wordstream.com/blog/ws/2017/07/28/machine-learning—applications

A& ot5(supervised learning)> AHFE Ol Hlo|El(data)et Hlo]E o] thgt
glolE(abel), & BAH AGE FiL £dS AAA v 23S A5T
ts W ol 2019). o€l (data)2t dlolgfof gt

2 5T 5 L& St= oG ol

=

=

i

ZZohE2 AEH dolg e EAT o5 At AT IAE 7HA L dF
ndgs FE3 dE5ae] B o=t 34 3 (Regression),
(Classification) & 72 UE 4 9Jon, 3|79 dFxor HE= FH



(Recommendation)™} 7] (Ranking)& 715t FE37| = it} oS EH
ol FA A WSS HY W FA A HIE dSche 4, 29 Hd
(spam mail), & ¥ F=dle dFHor Hjojx= FaA oHds +
woto] EFcte 4, AR AHie AEE EdE 2% Y AEe A5
Sto] FHst= o Tol olof sigettt. 53 A|A'ey 7o) B¢ 39
dFo=m & 4 oy, FHA-RY A A=y E=gkol oyt ookt &
AE s, F72 =49 dSo] ofd HlolH 9 &+AE dSsh FH
ojtt, 2kekzo F=2 Aol RElZ = A9 37 (Linear Regression), ZA| A
g 3]A(Logistic Regression), &ZE ®HEl ®Al(Soft Vector Machine, SVM),

AA EZ(Decision Tree), WH ZEHAE(Random Foreset, RF), A%
(Neural Network, NN) Fo| Qlth. tiF-29] mAdde] EAl= AEg5o
sfgste A7 Boh (s, A8, 2017).

H|Z & o} (unsupervised learning) FHFEO] Ho]E(data)E S5 )
olg]o] gt #lo]E(labe)-HAH AH-& T2 &2 HHlA &5st= 7
Folth(Er-FA, 2019). #ol=(abeDo] §17] wizel dH dHolH=ttos
glolg ] %AA e (pattern)o|} F+ZF5 Zroll= S5 FHjo|tt. H|A L)
S HolEw 7R A rEdE FEched, dEAQ] d= 38t
(clustering) @} 2 Z47}F glew, EX HdZ(Topic modeing) ¥ Uik
& Qth & Y AZZIAE sk vt Y89 e
AA, 22Xz, Ad 2o s 4 oot EY Y] H¢
ArstA|RE == EAE Hol o] ARGEM, 47 7|AE EY
A 0,1, 2Z= 04, A9 0.5 5 T A= E == IT
o] 7|9t BFAE Hobsd A A=mlA 7Iet BFA
o]l A Aot A F4v HlolErt skl 1At
(visualization)s}”7] o]#1-& wj dlojg o] & Yeg= E
2ol 3xrd e g FASH] ol ARGt BIX|SlEe] A
7o 2= K-Ho 3 K-means Clustering), Hd Wk F%
Estimation, KDE), 7F-A]9F &3t R @ll(Gaussian Mixture Model, GMM), 4
H B4 (Principal Component Analysis, PCA) 5°| JHASA, A8, 2017).

=
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=

o Lo ot ox doo

R "
FRB_DL ‘IN‘
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i)
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iy}
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olt
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O_|_4

(Kernel Density
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=
T

47 (o] 1=)7}
olejo] M7t Hrs

S =z
1

% (reinforcement learning)

Yol
ol

7t

FHloIt

1

—

A

4

[

o
s

.

o}z

85, 2017; ¥4, 2019).
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222 WA 7S o8 371 2 V1Y #E A5 I
A At Al 7 Al 71§ 59] Akehs 7ol vlEel o
St A5 d5S FF A % HHTE 7Hes] el @A 4 AFdZofel
Ae oy Amsks 7S olgd A7t wol AYPHI glrkel e,
2019)
olu] 7ML HAlEY FHE olgslel F7} dFolu Rk 6 5
of A7 AL oo gton, HT A&sA Tt e ot Hald
g 71Ee olgstel AW o5 So] AFE olFolAL gk 2T wol
ASET Qe vANg lEe 8T 719 BE 97 eSS sk
(® 2-1D3 2t
(B 2-8) milgd 7IHe o83t 71Y &4 A5 d-+(8’eh
o] LA
(L;LE)} A8 g4 719 | dAER | 24U A2
E XA AES Ay EerE KOSPI ®+= |RF, ofiigfdd| 4855 B7H A4
/44, e gasamsp  [KOSDAQ 4% 24MDA) ZHAE FHo|
(2015) | 719AESEB7F E};E b | 1295 Az | dFAAETE, A7 E w2y
=y N Al | dlele] MSVM  |gstet o5 dve 4bEs
. WAy, o2 WAy 24
o] QB AW i ) _
OFAg %1; \;1;;1“6] 07]‘1}Ali?’ 7];3 z7§°§, A4 A9 |” AdaBoost, , AdaBoos;‘l:lg Z]EI*S’J q=
Q017 Cyey apz gy | T 15 F7H DNN, SVM, a7 ¢4
q= D.Tree
1o . = | 2001~2015d RF d&o] 714 $4=
P | o8 A% | Wordee, |, PP | SVMDNN| 3avlgel B9
o017 | 2mejz @z Olﬂfj 31%’21]42010—2016 39 RNN, KMV | 9134747 o= mgo]
AR G B MRS g g o1 EDE BRI
. oAy Z1HE | KIS, 41884
A ; ’ o
°l o 283t A -85, 2337717192 SVM, MLPRF,| Random Forest7} 7}
QA | e ma | mama ey | KISVALUE S it b
Qote) | 19 A% WA eaed, g, | T DNN Aol &g
qErd s &
A2 3 dolEE AT Ay WS olgd we 9% d7so
o]FoiZ 1 Qirk. AHAAS =(HF, 2019), XEFL AS(HAF, 2019
5ol ol sigRtt. shAE, mAlHY 7IHE ol&vt TS| FIdT

- 26 -



A2 47 olx 5o ATE Zohusl olele AYolth 7 Aldleh uha
7Rz WAy 7He Z89 3371 ¥E AT dee Qofshd =
2-9>9F At
(E 2-9 HAHY 7HE o8&t 3371 B4 o5 d+(8aeh
A7
el Qmie | Wy ces | avde | e Q727
SsHlelE
« ’ XGBoost7}
Randomforestsh | A8EH. | qex gy Ao o b,
1o | XGBoostg &8t  open data, Random o = o
skl o R 2010-2017d u9] Haede
T FhEae] 9| civil petition, Forest, = Bl
Q017 | Gy g g e d 874 b 2L G
A }o”—c—rr RandomForest, a9l gole] XGboost 0 QA7
A5 Hn XGBoost,

classification

R R

A%,
“Hlglolg ¥ AT, A7, ] sla eI Ry
des |93A%e 28w | Agwe, | aswsy | EE L ABIEE
(2019) AA G WESFZ, A 28] A e ;}M‘;o, P
WESadE" | CBR, JEAAY| wE @A | -orCC 578 =
o]
maege gaer| oA, 44 A9z ~ES] AUROCH
i il U= Su obd Y 2011-20164 HA1HY 71 AE5E92.62%) =2
Azn | Admem - )
(2019) ZEH}\]—_’ _(Ig/]gj‘/q ;‘.LE"/;E’ }ﬂ—c{iﬂxﬂ OHZ]- RF, LR, /\]--T,— HE}}\(E/\]
T na  [2A2E SARA) deld Adaboost | AW 9184 £ 227
ofolctirE e op
ZZ 2-39 Afo] =] thekgl SHE Holo A wAlzy WS o] &3t o
7 F55k itk olof B dAFoAE 37 ARARE AT HAlEY
e o]gste] VY QSRS A TEH =g AAGS
wet AFAFE P Bz gy et dEREE o EEH 31319
E4& BAste] &5 gt Z|dolu a7 1Y T QJARIEE AT
staab gt
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223 HAEY oE5nd o]z

2 oAM= wAileld 7Y F A &5h5(Supervised Learning)®] FE|Q!
Random Forset, XGboost(Extreme Gradient Boosting), LightGBM(Light
Gradient Boosting Machine)® DNN(Deep Neural Network, HSA1AW), ©]
yl 7H] 7R ol8ste] 371 AR dERdE wEA Stk o]
Random Forset, XGboost, LightGBM, DNNeoj tst 7id % @ EAES
A2 A7fsk7| = [k

il

Ol

2.2.3.1 Random Forest

Random Forest= SJAFEAEZ](Decision Tree) 7|8Fe] <yz|&or =
=)

= Zt= og] o] JAEAHEZE Zeete] ThEoldl AFE(ensemble)
o
=

0.73, 36%

0.05, 2% 0.89, 2%

[C19 2-4] EloletolH e He AETE UEde AEHES]

EA: https://ko.wikipedia.org/wiki/Z27_E&]|_g&H
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e

[19 2-4]°)A “sibsp™= He Hl-¢Aket 2o 45 ou|jitt, o4
& 7FsAo] B oH, Fxto|HA Yolzk 9.54 ol A9 AMY
dol =3ttt Hrolgd AEA dERd vhErle 2 (Kaggle) FEZA
(Tutoria)-8§ A E Sl A7HE o] HEAQD o= Fo] &=L et

SNEAREYE dutsfetd [1F 2-5]9F Zow, HeEl-=(Root node),
Z7te E (Intermediate node), ElP]|9XxE(Terminal node)= ©o|Fojx <t}
B s dx(leaf)r Bt BEC JAMEAEYE 77 HEuHo| &
Stz dlolEe] JiE TstH Rkt HlolE iS4t dX|gt &, Euty
Az agE 7R FeErhEAR & AA S, 2019).

N
-

Root node (822l OiCl)

NO YES

Intermediate
node (Z2t0LCH)

Terminal NO YES
node
(20IE1)
Terminal Terminal
node node
(2Z0ICI) (20ILCI)

(2% 2-5] eEAEH ] THas
=4 https://ratsgo.github.io/machine%20learning/2017/03/26/tree/

MNEAHEL = ZXFHSTE ofdH FH HlolHAX|| e A &7 E
2] (Classification Tree)@} ]9 E=Z|(Regression Tree)= EHFth HiF ol
9l EgE oF&2] CART(Classification And Regression Tree)gtil H =1,

o] Breimanol| ©Jsf & AHEEATH.

4) &4 https://ko.wikipedia.org/wiki/A%_E&|_s5H

- 29 -



25 Eglet 319 EZ(CART; Classification And Regression Tree)=

T
A BE fAekA|qH B8ets gl ztolrt k. R Ede MY Wk
7t =2 HFo AM2E Hlo|lHE EFsiH, 37 EdEs ExHS HidS
d=groz whaktch( A 3], AARs], 2019).

OINEAH EF=(Decision Tree)= o3 EZ|E AAote] Agst 7|[Fo=72 &
e Ao HF E= A s et 5 (Classification) ol A= AY
2<% (Gini impurity) B+ NEZ I (Entropy)& AHESHH, 3] (Regression) ]|
M HAAF 22 MSE(Mean Square Error)4 Hw A 22191 MAE(Mean
Absolute Error)E Arg-sto] FEAH(Variance) #AE AL,

25 (Classification)o| A A|Y &E<4%(Gini impurity)et 1EZ 1] (Entropy)
£ Aibst= 42 2-1), 2-2)¢

1) = B0-£) = 1= Y -

= ifilogz <fz) (2-2)
i=1

7y pAolA i A BiH (node), n> AT S AL AE ofu|Rith
o] 7 (Regression) ol A= BwtAELAH]l MSE(Mean Square Error)@} <t
22191 MAE(Mean Absolute Error)@] 4412 (2-3), (2-4)9} 2t}

1 &G,
MSE = — 3 (g~ y,)* (2-3)
i=1
1 n N
MAE = n Z |3/1_?/i| (2-4)
i=1
7 A4 ne dol8 £, y e AE3L, yE AAE oulgith
SJAEAHE 2] (Decision Tree)= HIO|EHE E&ol=dl lojA ZAre] wH

5) &A: https://scikit-learn.org/stable/modules/tree. html#tree—algorithms—id3—c4~5-c5~0—and—cart,
https://ko.wikipedia.org/wiki/ZA%_E=2|_Sk5H

- 30 -
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_O,
o,
N
N
T
4
2
2
\l
i,
v}
Ry
rr
Eis

& M AN E B gt ER
o

7] A st g

)
ol
el
)

0
52,
=]
lo
ku
2L fo
O
,d
)
fin}
£
i)
1:1
rulo
e

al

%L%—%D}. st dlole 2 u}a} ng 4@01

A g2A= & RO 54 wAIE oIsHl HaL, ER FHEjo Lyt
23t (over—fiting) A7} HAYSHA Hh, ZiHog o &go

golzw, Bdlo] oty EF "WolXoh(Li & Belford, 2002; stA]-2, 2019;

olg&, 2019)

i)
N
N
2
)
10
5=
2
ol

S FE(ensemble)S M4l BopoA= oy 7jo] HAES &8 F
gste] o Ssh= 7HS & L o

ot At 58S 713l 29 sk Ko
 Bd-E Fgote] Aot 2 @ & UES guge(
9, 952, 2019). YHE 7IHe dumAH A= vj7)(Bagging) ¥t FAH
(Boosting)= & 4 Ut} viZ o]k Bootstrap Aggregation®] =%olct. Hj
72 [18 2-6]149H FojA dolgl& o8] 7o) REAEM(boostrap)2 A

Aatol 7t REAER Wz Rdag 3 F ABE WA (aggregating)ste] 2

1

N

% dznde Azdus JEos, WY guz sEAvE deold. o]
N BE2EHl Wi B o] 24 Fo /120 HolHeRY £

sl 71
& 277 L A e mEAERE CITEIFH, 2019; SHA2,

MNEHEZ = tAlz 24t Erhe A7 Atk Aol &9 HolHE
2 % Adez Uy 247 oNEyE nde 4gast 5 Rde
1 o FEAE=(Bootstrap)= A

7190l vtz Hj %) (Bagging)olth. A2 shte] & HolH =R of

=
i)
i
+
30,
£
)
il
B
i
5
./

o] BEAE® MEZS utSo] 7+ MEZL b2 oAlAAED | HLst). ol
Ej7ﬂ 1/]—% Z11- _Cﬂ/\]_ éE_E]_/] 7:]_14'52- E_O]— .ll:]—_nl—_‘%_ _;L'E—‘g-g_iy\ll —Ejﬁ_% %OE]
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Input Sample

Bootstrap Bootstrap Bootstrap Bootstrap Bootstrap Bootstrap
Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

] "

Decision Decision Decision Decision Decision Decision
Tree Model Tree Model Tree Model Tree M{:del Tree Model Tree Madel
Bagging Model
- Aggregation

(1™ 2-6] ¥i7 (Bagging) 7I1¥ &

ZA: https://swalloow.github.io/bagging—boosting

v 7] (Bagging)< ShzHlolE Q] 22 W37t oS At & WHILE ofY]
A7l EQPERE HlojElo Aoz T, Holg 7t kYA A H o= 45
TS 7Itiot7] otk (Breiman, 1996; Opitz, Maclin, 1999).

2" (Boosting) °Fet Sk Ho|HE 7%t of5 HolH=E HEA|A &

£ nASt= 1S RHESHHA ASEEY HZEL FYAT= 7IHeE,
cAH e stgS AZle IHE FdTHeldE, 2019; sk, 2019). [
d 2-7]2 F2" (Boosting) 9] oF FHIQl Adaboost®] ofo|tt.

Box 2
D1 | D2
» ' &
77 == i D3
+ + =l = - =t EE
= - — i B T
-+ - — + — &
|
! -+
Box 1 s S Box 3
| —
= o Box 4

(19 2-7] F 2" (Boosting) 2] gt e : Adaboost 71H

EA " https://medium.com/greyatom/a—quick—guide—to—boosting—in—ml-acf7c1585cb5
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7 Boxw 10709] dHloly ZIIE=R E2A(+) 5709 mte]|qA(-) 57=
TAAE lon, Tt 7tFAE Fofiteth Boxl HEoA DI Al= A
= wEote] TEAEE A Ao EHAH) IWE AR ERSHTh
Box2 HdloA= X Z7d 3719 &2 e #5 ZJEHG ¢
B2 7127 FoiEm, D2 T3 Al2ds 28t TEAT F 79
apel|YA(-)E R ERerh oot 2 oy RY2 7MY et oS
7t 288 wi7kA] AL Jgstar o] mdlo] gt
2o g Box4 A2 Boxl, Box2 ¥ box3 RU-& ZH3olo] AMSH 7idE

duch G 95T FAT JERLL VEC,

==

SA Age JAFEAHEY (Decision Tree) ZEo] viZ (bagging) 71H<
289t FAFE BdS Random Forestzhyl gt =, AA dlo]glAlofA Yo
2 HlolEEE el oy Ji9] shEH oAEAER RES REX oE
oot YA ol (HFY, 9F2, 2019)

Random ForestE °|F1 e ste] Ede Hddo] JAE w A ot
& TlolH25E =48t MAE 749 B9 FE5F 4F dHolHATS
74210 shEs Uit olf A SAEAER = Awith ohE A3t g
< 7FAAl =+Ed Random Forest= ZF Ezjuitt th27] o&d ge BF

Gol BEg WAL EE FEE Fo HF 23S HEATHAA, 2016
A4, B34, Fes, BES, ¢S, 2018). Random Forest 29 7%

o
= E23letd (19 2-8]3F At
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Modeling(Random Forest)

dl /" Tn

L

Final Predict
(Voting)

[(17 2-8] Random Forest 2@& T2 A

Random Forest®

(Classification) E&¢} 2] (Regression) E&|9]
A2 (2-5), 2-6)7 Zrt

o] 4=
C@(x) majority vote CA{)(x)? - (2-5)
7] A CA},(HZ)% b A Random Forest E&|E oJn|gtc},
) = iZn] . (2-6)
np=

AA T,(z)E Random Forest E&]Q] e &g oJulgc},
OAAHFE ] (Decision Tree)olAE RE HSE AREoto] 7P 2|29 2
HE =5k 2% €2 Random ForestoAlE SHHSTE

, AEE SE4o] 9t

=

— T EUT=E

oA 7P H4e] Ay e
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(Aot 2013). oo w2t Random Forest:= ¥4oAS iz 71x|7A] = o]

SINARED It AJBRBAE FFol £ ZolFth dlEel JAHEHEH
Tt BETE A5 At Eof ﬁrz—q.%(over fitting) @/go] AAYsHA] ¢,
=2 A5ES Holw wje A B FEE AlFr(E, 2013;

Siroky, 2009; Breiman & Cutler, 2014). T3+ SH®HL0] 77t = A7l
T AAsH] il BE &8 4 Q7] wigel R 2 HlolE A=A F
Q3 HEE Z=d folsith. &9 =HWHSO] gt B dole HiA
(bagging)olvt FAH (boosting)?t HIZ6EAY B U2 A &5H-E HO]

7F @e Aog A gJrh(@Ee, 2013). Random Forest= ZXHS47} o]
o
H
-

ol

T =2 gl offo #Agle] sdsHA A8E 4 §lof 7]

A8 a7 dSole &8 dow(FHAd, 2015),
71 Hlo|HE o] &g AdAe Aol E-8E Jeh(FF, 2019)
Q% (variable impotance)E A|l-&53tth LREH O
= W9 FR/EE plot "?—} 2 Bdst=H, plot W49 H4E HoEh
A4 F8E A7 25 A5 Had digt 7l9&rt sua 2ok
H Random Forestof 4] ‘?'i—rQ] 9T E= EF(clasification) EgZlE= A
(Gini), ﬂﬂ(regression) Edl= MSEMean Square Error, HuAlZF22h 2
F o ok ER(clasification) EoA+= E7 ZAAEH  Gini 25
Al4ksto] Zt 5._1:01]/\1 o W45 AR ZF §ge] sl Forest
g HeE AEste] =5 £ wuttt Gini #4-9
AEeh. dA= S AFst] ol Forest®] E] = o A
1 gk %35}‘:}. &= T 533 Alolol di=r

-l> olN

oo

AN
mlm o,
ok

1o Hi
H
i
|t
L)
2,
.

H—I

lo rrF rle
o
i
o
E9,
kl
)
fu)
)
(o]

B
o] @71 Wzl & WeE Ak%} = ‘ﬂoPOH tHoP HFS e &
3] 7 (regression) E oA MSE(Mean Square Error, BA522h 2]
t= A4kskH, OOB(Out of bag)®] g AolA A4S k& X9 5
+ H5E Us bt AlEeate] gas 7o s Axtdd o F 7L
H

A BE T A5 Hee Sa4e Y o e g

1

__V,LnZi

oN %O mok X
N

M)
o,
%0,
)

&)

6) &4 https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1796903/
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2.2.3.2 XGboost(eXtreme Gradinet Boosting)

XGBoost= Chen} Guestrin(2016)0] A70%F 7|foz2 Ay Hdol; Eg
719k Relo] A (ovefitting) FAE SHEst, 27 & HoE[Al(dataset)
o] orHAN FTH &x P4 EHoz urEojFHrth XGBoost:= eXtreme
Gradient Boosting®] ©FA2, Gradient Boosting 20 Friedman®] 'Greedy
Function Approximation : Gradient Boosting Machine; ==of|4 F2i3ict.

XGBoost= 2|1 ¥ #5, 9 SBE Xdote HdE EY 7N HIE
ShsollA ZHte 24 Rdolth A £krh wh=n, REo] o)y AnE &
goto] RElZ A&KHo= Jfdstal E-SE 5 sl Hold Google, MS
Azure, Alibaba & AFAE To] SEEJTHGEHA, 2017). ESF =2
2 74 3] E2EQ S (kaggle)ol A Bol -85kt 53] 20159
sff 1771 ©=°] XGBoost 7|"H& o]&sto] tiglefA] 9537t 7]5o] UtH(Chen
& Guestrin, 2016).

B A" (Boosting)2 o] EZREEH g2 HHE 7HAA g EFE A
‘Jot=dl &&st=dl, oFet MAES At MAER HAZIHA A5 1
sl FeHIE FHShth dHbAQl Gradient Boostingoll A E&] 7FA|A]7] 74
&AM (negative loss)o] WSk 1 S HEth SHA

XGBoosti= 85 Alell mretn]f (parameter) 2 2|7+ max depth77]—?<] 215}

ox,

[¢]
rsh rE

5, &4 =ploss function)ol A 7Hde] 4 ol m|AA] £ B¢ 4
Foz 7Hx|R]7] BA-E HAePeH(Chen & Guestrin, 20165 Friedman, 2001).

o|x¥ XGBoost+= AS2E WHACE 25 7‘435}”4 EfE ALT
HEAow st M= dlolge] dis| o]xe st Rdl A3E whelst

rir
A J
)

of 1 A%< o A= HHeR -t
Guestrin, 2016).

Chen®t Cusestrin(2016)°]] @w=2H, XGBoost= &8 &2 (loss)2 A3}
st BATS Fo)7] Yo Eglo EH T (complexity) S SA5HHA 7
Aol relg ThE

o% 7} Chen &
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XGBoostE= CART(Classification And Regression Tree)2t &&= 44
& 2 ARgSte] EYE Theth o]% FAY (Boosting)& S0 2 277
7+ vl (weight)2 F|2A2ketrt.

CART Rdle dutAel oAIEAAHEF (Decision Tree)2t= F& th=2t},

AHFAQl XA EL = A(leaf) Shtoll disiARt A7t (decision value)=
ZEZ|gh, CART 22 RE S(eahEo] RO 2T AFojo] AyEo] ]
of. AREAQl JAAAHED = EFE AdZ P oFel dsiAT 238
gx= B, CART+= 22 &7 294E 2= a9 $9E 4(Score)
= Hug 5 Aok

treel tree2

)=2+09=29 f &= )=-1-009=-19

(5T

(13 2-9] B s B9 2T 243 At
=2: Chen(2014)

[ 2-9]= "HHFH Alde Forekeril didt F
li‘oi—rL At EE] OP‘%Oﬂ % 2e Aleadolls 2Agem &

by 1—‘:?“94 ‘E}/‘éﬂ' o2 2dor, AFH AYS Fotsk= Atdoloh. ¥
QEZE <9 204 o) 1% 3¥e -13e= AFH AYeS AL o=
Aog HIth tree2olA HFEE WY AR 159 HAT o142 0.9
A, 282 &2 59 352 -0.9%0olth oA7|A treeld} tree2E X oA,

AREES AQL Folsrsll mE 74 Awel HF A4S 9L 4 9tk
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= Eg IHE RHME treelT} tree2S Z3TH FHR JNE A=H4
(prediction score)E F4tste] 2F & AXtet. &, = 292 Ed
7t nde AFG H oSt SJEt

Chen(2014)°] wW2w, K 719 Eg7} oty 71A4sHH, Eg] GArE
ot mdlAa 2A4stet 54 h(Objetive Funtcion)+= (2-7), (2-8)1F &
=8

R K
yz:kgfk(xi)a kaF (2_7)

ZA Q-1 ye dAEA5, K= EFY AR, (18 2-91= EF9
H47 270Ql mdolth, F= CARTEZ ¢=% 39 Egse 2748 omgh
ot fv F 330 g5 ouith

K

Obj (0) = Z Yoy + E - (2-8)

1=1 k=

3

E2 T<(Objetive Funtcion)= &3 £4(Traing Loss)™ Ed&9 5%
T (Complexity of the Trees)e] o= FJHTE oA XGBooste] E7|
tfet o532 sty ZF EejdE Eg|o] fxet Y(leal) HFE 71K &

78 Ao A A et 54 geg (2-9)eF 2ol AelsiRAt

lo

n t
o = ity 5) + 3 07) - (2-9)
i=1 i=1

olAl ZHAAL = Ele] dieh mEtulHE HZHetetd e, V1€ XA
SHSGD) e o ®loll o= 7o) Ed e} offtt. wabA 7|E 7Y
of shtel E=E F7iste] 7z @A (0E Axgte
(2-10) £t
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yAi(O) — 0 -~ (2-10)

(2-11D°fA

= 54 =3
219 &4 (Loss)E Al4ts]

o = ity 5,”) + Zg(f e (2-11)

= Zl(y ylt . + f.(x;)) + Q(f,) + constant

i

qreF &4 9k4=(Loss Funtion)”} B AlE22Fel MSE(Mean Square Error)
2HH, (2-12)¢F &2 2o =EHr.

b = Yy = (' 4, @)+ Q)+ const - (2-12)

= VG —y)f, @)+ £, )]+ QUF,) + const

st ojds] F2 F4rt Bsmelct. ol
75'

ool 2ANE WEW 24 -1 2o,

Obj(”NE[l(yw g )t 0, @)+ S hf, @)+ 00 + const -+ (2-13)
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A7 g & h F4=02-14), 2-15%F Zo] ottt

g =0.0l(y;, T (2-14)
ho=o""1y, 5 ") - (2-15)
NE BHNA A4S AASHE et o] vl e Axgoz &
A e AP T 5 o, M2e sl g shae HHsta 4 9l
=t A9 2T 53 T4 2-16)0] =EHH
. g 1,
Ob]m = ;[gbff (xi)-l—ghjt (1:7)] + Q(ft) - (2-16)

-

714 &4 g9t hi AR ZHe FH(-1 HA)] nEolng 13
5] A7Se W £Hol= FHE S 5 ot XGBoost= g@t h &=t

Aold, hoFgt &4 @5 Aol Jhselth. Ed @4 £, & 2-17)3 2o
Jolaf et

S
nE

rlr

ft(ﬂ:):wll(:ﬂ)’ wERTaq:RdHL27 ) T (2_17)
AZIM we ERE 9] 71, ¢= EFY X2 o] @EEHE I

7= utt o] A4E oujgitt, E] g /o] EAE (Complexity of a Tree)S
Aolstd (2-18)3} 2t

T
Qf,) = 7T+%)\Ew§ - (2-18)
Jj=1

=ilgle) = j2 AolsE, 99 S

I
J
olgste] BAFAE hal Hajehd 541 (2-19)9} 2t
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Ob") = Zf][gft( )+ ehf @)+ 2(f,) - (2-19)
7 T
[gZ W)t 2h2wq ]+7T+l)\2 w?
j=1

T
E glw—%- Zh +A)w +7T

7,6[ ZEI

el w4 G =Yg, H = b & ddskE @207 Zol 4]

o) = 337 9wy + 5 Pk + N ui] +47 (2720

MG+ (A ] AT

iy 9 N J

o714 Egle 2 qx= ZAEC] A, 7 deaholl Ao 7MSAE
Aetd w; , BB 5 Ojb* olm], Zzte] 4. (2-21), (2-22)9} k.

sy 1L O

l-

g
W)= = e (2-21)
J
ohj— —Ly G p (2-22)
J: —_—— /7 e —
2
o) BAge B wA(Ea TH)o] Aokt FLAL B, ol 3
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Instance index gradient statistics

g1, bt N

7\,-; e N Ii=‘{2.v5|—)}
g2, h2 ______‘/”_‘—‘-_____.__h_h {'rl:’ !‘fd ig: ”.; + 05

- I ={1} Iy =14} M= hy+ hs+ hs
3 @ g3, h3 ("l 1 (7;_- 4 ' - !

1
f’]_ hl “rl 'hl

(2% 2-10] B #x A At

[23 2-10]°1l4 Hol(age)7t 154 mitts 7|Eor Ed

o], B g 54 (2-23)7 P

it

Ao
ok
=
ofl
i

G
Obj = —Z L +3y - (2-23)
J

oA erE Thee BRe EZE S, o FoA 7 A9 EF

= AERITE shxw, FIkeE 4RO AUt 9l 4 ok O8BEz AA=
YRS a3 (greedily) AAAIZIT. Zol7} 091 .E_El oA Al&Fste], shut
o] 9l& iz Bttt B & HAHES0] Hal= 4] (2-24)9F At
G? G2 (@, + G,
Gain= — [~ i LI e 0-24)

+ —
2 H, +N | HytA  H,+Hy+

Tref Ylean) S 22T H4(Gain)7h 4 Eeb 2, 9l(lea o
= Foh AAge] dHoldel isl, durHoz HAo g izt .
ol E&Ho= 3st7] S8 [TF 2-1113 o] &

2

w2 4 Yleadhol Hsh Be Hes

o
ftlo
Mo
i)

ol
oL
N
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gl,h1 g4, ha g2, h2 g5.h5 g3, h3
GrL =01+ g4 Gr=92+9g3+ 95

(18 2-11] 2702 E&3 ddeah o] H4
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2.2.3.3 LightGBM(Light Gradient Boosting Machine)

LightGBM2 Ke et al(2017)°] ﬁ‘_7H§} a2 oJAFEH Eg](Decision
Tree) 7|99 w2 £r g HEs5E= 74% IYYdE HEAE(Gradient
Boosting) T &o|t}, BAH (Boosting)= 8i7 (Bagging) WHe| Moz ndl
o] Z A&stA] ot R /MAsH] St WRo=, o7 7o Rds
Ao w ShEA7IH, o] Hdlo] o E5tx] Ejt HolEEe HEAE F
ofsto] thg RuoA ZHEA7E F7HE HlolH®E ohsohe W olth(Ke et
a.l, 2017).

[29 2-12]°l4 He= AAE g F28° 718 B (OF of#)2 oA}
AHEZ 9 LE(node)E°] H2 wE(root node)®t 7M7Me LEE $AAFHO
2 $£3lota 49 Aok il B w2 (level wise, depth—first)S AHE-3F
o}, Bt LightGBM(T1d 9D o €& &4 (Max delta loss)o] & =E9]
A Bkste] 42 AAs= glmx B35 "R (leaf wise, best first)2 ARE-SHc},
=015 T (leaf) S AFAZ m @™ Eat HRAl(leaf wise)o] @#l Hab HRAl

=]
= L = o 1
(leaf wise)Htt ] @e &£A49 ZQ 4 ok (Ke et al, 2017).

R C)Y

. * L ®
efise o ombe om) o o
. [ o
Max delu ® M‘" delta
loss Max delta ® o loss
los;
< LightGBM >
Level-Wise b ®
Tree oo = o o
® 0 o

< Boosting Tree >
[1¥ 2-12] LightGBM} tt2 R Ag mdlo] Eg] B 7

24 https://www.slideshare.net/freepsw/boosting—bagging—vs—boosting
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LightGBMS &2 &L & olsf Light 2 A&3h  LightGBMS A&
HE2 S ARgste] & dHolHE A & dom, dd 2 P (eaf
wise) Hot B B2 242 £9 4 7] "iol 95 Agk E3 9 Erh
LightGBM & ¥ GPU sl5k 2|Hsto] doly st 3§ =71 7
of LGBM& g8 AHg=1 2t} 5HAF LightGBM-S 12 ¢ over—fitting)
of migtste] AR HloEAlofl= ARgSheE 2dskA] om, A4 P (row)
o] 47} 10,0007]1 ol/Fe] HolefoflA Argste Zlo] Fh.

Light GBM2 t-8Z°] HlolHE W= FsstA stashr] gt Hwe
2 GOSS(Gradient Based One Side Sampling)®t EFB(Exclusive Feature
Bundling) & 7HAE R%F ARESICE GOSSE dhgoll AMEEE dolge] 4
£ Eole WHoln, EFB AIEHs9 & Fol+= WHolth GOSSe o5
tlolele] &5 Zo]7] Hal 7]27|(gradient)E AT FAREAHOA
o|§ o] 7|77} Ao AAGI dlEge] ARl L2 Ath= siAe] ks
T o] & d Zo= muilitt GOSSE dlolge] 7]&7] HAdgte ]
&5t ot& HolHE AEAX &, ddigto]l 22 dHlolH= A|ASt ekl
AHEEE HlolEl9] RS EQtt. GOSSE 71&7|7F 22 sk tlojElof 7t
SAE Folsto] Holg dF7L A9l HuH: Holy AAe] Fi WIS
Faslole HAlo g kg Zdett. LightGBM S|AETIH 7[5F &
Ak gnelEole d4d EYwae] o

Aitrste] zF Egjo] LEE Eeot
A

ol
9
>

k)
o A

>
4 o ox o
el)
rg
ral
)
in}
X
Ak
i
o
i)
olr
o
£
)
2
ol
ol
rr
ok
o

W ootyzt sk &£ h FA ¢ wEkRch
Aol EZtrElo]l Qltt. EFB(Exclusive
He Mg Fole WHolty, EH¥s
QRS o Haso] FAO 03

TEh o3t H4eES AR HjERH ol ALY ierE ] EAS 24”7
Heg

AR £4L HAxskstaA skt

ol
N

X
®)
&
o
3
ki
ol
>
i
[
oy o
o
k32

i
o
2
c
a
o
[}
)
o
=
Q
rlr
By
r
e
i

fr
52
k-l
4,
s
Al
N
N
>
i
)
0,
odlh
I
i

)

=
rE
4>
il
o
N
R
=
30,
rr

7) &4 Pushkar Mandot(2017). https://medium.com/@pushkarmandot/https—medium=-
com-—pushkarmandot-what—is—lightgbm—how—-to—implement—it—how—to—fine—tune—the—p
arameters—60347819b7fc
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ol
of

e
r®
rE
4> ok

=2

flo

g Sleh o8 e ="H¥SE Sshel sty W= Adst

EFB(Exclusive Feature Bundle)2fal it} oA sput= At

S|IAETH ZHe] AN EEE AESto] ok ARt dE

o] 7ol [0, 10)0]ar, ¥4 BE] Fzto] [0, 20)0]=2tH, ¥4~ A, B

AR A9 4= Bl 10& ©std [10, 30)0] Hof M= oE 3t

7Fssitt. o= Ego] ©@x ®H3H(monotone transformation)= FE2H:
|

!
ol oA F W] He g2 [0, 30)e=
‘ 4

il
rd
reE
>
o =

lo
e
oo

lo
tt
N

FUT FHE REE WFPol Helrk. olF FAETY S ITelEL A
§5H4 [0, 3009 Hlolel T He FROR BFe] sssin, wE B
Ae AR St SEE BACRIED, 2019)
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2.2.3.4 DNN(Deep Neural Networks, 4
A ZATH(NN: Neural Network)-2 <l

(2017)

14
- 47 -

o
L

(18 2-13] QI7te] &
=

TE TN T T Lo
T N o - TR W WD
do 1 T I TR R T
o — .. b =N
wOR o o N T o) mo il
E%M@:., Epg B 5
0 0] b 4§ ﬂAl
ol ‘q — = o e . ‘_L.
TEBe S §gm ™ s
2By . gTtsReid ES
o B — = g
do 0 ,_,It JE wr_a :_._/e = U mo 1 2
w Bom 2 =i ~IC TN
I A O /N
%@wﬁﬂu Wﬁ%%ﬂﬂr £ R
= <f o R ol I ,_H e els e
TR T RIS ME &
ST E N Za b m
o 0 0 . 0 ol K 8 .
W ERS wSZyRoS | g P9
‘O# ML =K —~ O & ‘IM Mu‘lrﬂ (=) g A m (r\.VV;
" 5 . 2N g el M o ® 7
=~ = S = o o
sael SEET LT R
o O . 0 X N§ ¥
Zo N < = 7z oM = T ML oy _/W\,_ hnnﬂ_ 2
L I B B 5
T = ~ = 5% = /
S — or x 2 o T N w9 " & Do)y
o o M w7 T 2 Do A £ ’ S
el S M ol £ W o R $
C el s 2L EERR S ©
S A -
X RNEBT R =5 R
— XO re) L—L ﬂ N €D
TE® N NN Sw R
O BN = =S}
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<
(@]
@)
.C
O
(@]
jo
o)
~
Z
)
~
N/
rlr

1:[
E =
A%, A A% 5L TET 4 P AT ol

Hebb(1949)- A28Ha A1AgelA A7t W o dehti shat 7)ol
s JFAEYNE AT 5 s HoFelen, olE AFAFYlA

7+ A (weight)2h= /g o2 Asleit.
Rosenblatt(1958)-& Hebb2] 71| (weight) NdS A-g5t [1 2-14]19}

22 A5 AAYA HYUEEPerceptrons) ©l&S R ©F HHAEE

o\)ll
©)
=
—
S|
=
—t
t—1
jav)
~
(@]
=

(SLP; Single Layer Perceptron)2 23-(Input Layer)¥t &
L =R 7350} .

Activation
function

L if Z w.x, >0
i=0

-1 otherwise

Inputs

[ 2-14] HAEZE(Perceptron) +x
WAL-(2017) AAE

= O
Zh el ojgt 7]'% ](we1ght)~ olmgict, EHEL A
Ay Ade 7 A% e

1 =
z% ZApste] A 0% W4S BRAAL S
_]
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Zolt}, olo] [1¥ 2-12]¢} Zo] §

L
—

EZ(MLP;

gt of

S

.z_o
ar

HFax =
TR E

=9, 2017).

%

Multilayer Perceptron) H&-S AJAISFHTH

|

A71E A

19708 d1712] A

A&

o5 HAEEELP)

Ko
T

Ky

Ko
mr: |

ol

(X2
b s

f"----'
(X}
Y

HAEZ(MLP) %

=
S

HAEEZSLP) o

=
S

(128 2-15] &

Z=4d(2017)

el

=4

Werbos(1974)= X x=2 th= AAY(MLP) 2]

—_—

=

Tor

o

Parker?} LeCun(1985)7} #j

o] AL

1980 < n}(Backpropagation) ale]Eo]

T
JF

)

=
=

olo] Al mtetn|E (parameter)

ofelgol

(over—fitting) =A7F

2kl

T}
oA HlojuA =l

al
=

2] Ak St

[
= X

A

ol

s
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2006 Hinton, Osindero, Teh7} Ho]x]o] =8-& WHotHA Gxat &
V2]Zo] Ao EAZ o7 d#HF et Hinton 8- 9344 7 & W
A HZ & S5 (Unsupervised Learning) WAl o]-8dto] HA2E zgstal,
A ARE oy Fo& ol YAz JIFAFY A3 A=
siastalet. olE AZIE AA dHel UANH JAFSAFY A7t oA Y15

o7 = ¢ithH(Hinton, Osindero & Teh, 2006).
o]% 20129 RIE w7t oIl Hol olm] 1A FAtigleA 5ot
A ASAZY(DBN; Deep Belief Network) o]29] a3ts A3t DBN

= 5o DNNoJA Sup garz|Fo] z= 2AHE diftd sid 75kl
]:Z;I_

= AI5te] ReLU(Rectified Linear Unit)S AMESFO 2 AZA17wo] Ao
‘Vanishing Gradient Problem’= 3jA% 4= A HATHHAS, 2017)

DNN(Deep Neural Network, AS54AFH2 [1F 2-16]7 o] JFF
(Input Layer)¥} &235(Output Layer) Afelo]] E<= 7je] 245 (Hidden Layer)
oz o]Fx QAFAAG(ANN: Artificial Neural Network)S H$HhH(Bengio,
Courville & Vincent, 2013).

- N 7 .ﬁ\‘{&\"’*llllﬁ'} (O 4‘{{{‘\711.;/_
77 AN Y27 AN A
Nl 7 O% e i
«\.“‘ ”" “ .
Wide O s
(more features)

N\~ /
O~

AN R
RO IR

Input Layer

[19 2-16] ASAHG(DNN; Deep Neural Network)e] 4%
=4 A& (2016)
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H2{d (Deep Learning) oFH F=2 DNN(Deep Neural Network, 541
)2 weith gelde AR dold AAE A4 7E2 Ee o

% SickelF, 2019) Heldel

\:l

fe)
ot Ay g o] EASE 3 oty & 4
(deep)olzte Hol= AAYE FASH= S( ayer)ﬂ M7t B3-S oJnsiy,
2-3709] Fe2 FAH Q ZE d=29 Y (Shallow Learning)©]

Hegolzt Attt o]t g2 Wt
A %H‘ég /;J%/,\l 4% (DNN; Deep Neural Networkoe]gtal: SHH(AAE,

Hopo]| AHgE Sl HEjd 2do
2]5l= CNN(Convolutional Neural

2 gof, AULTE Yk BAY o

—_

Network, AEFH AT 4420
S Ag5k= RNN(Recurrent Neural Network, &2t AA4%) Fo] thx
o7 AMGEAL glow, Z} Fopdz B3t ZHog st ¢35
A Frstal leh(Er~], 2018)

o3 HAEEA =X u}(Feedforward)E L =}t
1 2]&(Back Propagation)& &l a2t o HAEEA AEHS &
< dE3olA AlEsl o]

e 2

R
%

9]

(@)

(@)

=%

O

=

=

[

=

&
i)

‘_4

rol

R

u=95
- = F
A, A8 AgoR AgSE YNAZE £1

o wHoR AY
ol SATE FYSTHe]8F, 2018). 55| 2459 45t e AdAA
£ A8o] 43 ArE Fojste] dFHom o gle HeolHe AR
5= ke S5, 2017). E828 A=7o G wet
5 Ee JAE RS 1A - nk(Back Propagation) Eald]E-2 417
FollA 7Y wol AREEI e S gaelEoR gugt 5ty o2
7Hto g2 k3l Axtol 31315}':}% 78*7\‘3—% 7HA] a1 QIeH(Esd, 2017).
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£ et 9Xuk(Back Propagation)E ©]-8<7t 7HeA AUHC|E HA= ths
o 2o 1gA A Folxl 7HEAE AEste] dSgs Attt (.
28 AN ASg AAIREY] AR oA 6, exbe] THEAle ZAtet

73 H (Gradient Descent) 2.2 ZH=th(@2te] dAdu} AAD, 3dA A= RE
Fa2lo dis 29AE 3Pt 4dA A= 1~3GAE FolX ks Sl
HE whEReh ok (Back Propagation)E ©]-83t 7HEA] Ho|E At
AglstH (1Y 2-17]3F Zrt

Xt

. B O (backpropag at|on)

g8s  Jmx E249% A =88
: EE"O'E ............. .: %—1[_"0'5 ............. .:
i : @ .1 i (3) @)
s 0, PN i
{ (1@ H : ]
YR
______________ : 4_
e i
lay
o2/
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Qs FHAadlehe= 7HSAE Ze W 7PE de A
o] vHF2 ZJAFSHdH (Gradient Descent)o|tH Y54,

715717% gde %oz A& oot il ol wrtx] wEsH=s A
oftt. elsAzIet eAfd] g, o et 71&71(Gradieny 42 77
(2-25), (2-26)7 2t

Vg = af/(Qt) - (2-25)
0p 1 =0, — vy =+ (2-26)

v, - olEAd
70, 1 eA%E g, o digt 7187
0,,, @ 2%t o2 7127 &4 A™ A

a : °<5E(Learning Rate) T+ Step Size

Jiw) fritkia | Gradient
\ weight \ L‘
/

1(6,.0,)

Glaobal cost minimum
JeninlW)

[18 2-18] AAFSHEH (Gradient Descent) @&
4 d5d2017)
A (Gradient Descent)2 HEL|Z9] mhatu]E|(parameter) &S 6
2t S o, YEZ FAX|eH AA ARG Q1 etk 32 4%}
stz 1ol 712715 o]8sh= WHolth AAlSH A= g el 7]=7]
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Rate) T+ step size2 =M, B5 0.01~0.001 HALE A&t BAHS
Holl= Batch Gradient Descent, SGD(Stochastic Gradient Descent), Momentum,
AdaGrad(Adaptive Gradient), RMSProp, ADAM(Adaptive Moment Estimation)
o] UTHYESE, 2017).

st b (Ativation Function)= 24959 kEoA HlolE e} 7HEAE
AP og Fsto] T AR glofl JAXE A-&sto] S5 A=E Fof
ogn Aoz ougle HlolEet on] gle dHlolHE FHAstE 9
Fofste, BAY dHolE Ael 9 oAHn} Sh5o] Ae S Aol AlS I
ol St (¥sd, 2017). 2449t ohol= Sigmoid, tanh, ReLU(Rectified
Linear Unit) 5©°] St Sigmoid o= AQ &4 ZHE 004 17149
WAY el Wk Baolth mnh WAL A9 Bhel ARE 104
17k2]19] vlAYy Fefjz Helsl= doltt. ReLU(Rectified Linear Unit) &
T Fol 7HE Bol ARREE &4t steRA, 0BT w2 2 1

% b
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1. d5 A

3.1 94 g

2 Agolde (19 3-13 2ol 2719 Thd ARAR A2g D
4742 HAl#Y 7]¥H(Random Forest, XGboost, LightGBM, DNN)-& ©]-&
st 719 AU dERES WEo] =2 5@ AAES Hw
SjE12} STt

- CREFER
H2H = ¥ IHM:LIJ:L o E 71[? ol
e SHMA SHEM =
(19 3-1] 9+ =9
3.2. 94 A=

AFolM= 201197 201797F 7709 A% AAFE 2670 3719 Al
FARE AmE A ARSI 20118 = == =4 9] A 7] & (Korea—
International Financial Reporting Standards, ©|o} K-IFRS) =¢ k=
5719 sAZ|Ee] Bt A sfjolnt. ofof K-IFRS7} &&= A
201187E 201737121 8] 3719 AFARE 7HAAL 3719 AFA8A4
HeS AAS. s 3719 AFAE Ame 719485 S
=

BEIN 84 o ddeH, 45 AFAR Are T 7149
5

U

isﬁ
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3.3 9 =y

319 ARARY AERAY S D oF BE /%S (17 3-29
2ok SAG 99l2 BEe e 5 g oW Amo ATANY e

)
o
N

&5t SFTh =, 2011-20154, 2012-2016¥

|
A3 sy & Z4ZF 2016@T 201739 3719 AREAHAY dEFe &6}
of AAZHS vlwsidoh E3F g AA A3 =E2H 82159 EAS 24
shol A Aat
318 W2I=
| 20114 | 201243 | 20131 | 20143 | 20154 | 20163 | 201743 |
Training (2011-20154) [
g3
| Training [2012-2016%4) M
g3
Train data set ‘Test data set
(29 3-2] 3719 ARG dsndd
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3.4 9 g7}

319 disndofA oo it A5 H7hH= F2 A8EE(Error Function)
Zro g stolgitt B A3tofA= MAES(Mean Absolute Error, B At o2},
MSE?(Mean Squared Error, HwAlF22H, RMSEI0(Root Mean Squared
Error, HdAEL24H, MAPEID(Mean Absolute Percentage Error, Hwdtl
Hl&e2h) 4719 eateds gfos Rulo] AsS gdlstaint. MAPES] 7%,
o2 7B} e WEE(RE BRIt A5RUo eaghs Fro]
=75 d5 450l F2 Ao HrRith

AEmdox F= 7P @ol] 2ol= A% W7l A FE+= MSE® RMSE©]
o, 52 dERdo|AE MAPEE 2 ARREHT olo] & dAToA AxE
AAS = 47F2 B7F xS o AAste, siA Aol = MSEY
RMSE, MAPEE 7}A]1L &R o] AFol tish 2st3it.

MAE(Mean Absolute Error, B dtjexh= BE A xto] HA-S& 9
alst, A2 (2-27)3 Zr

MAE = % - (2-27)

i=1

MSE(Mean Squared Error, 3o AlF2hE B35 g3FS AASI7] 95)
Adigro] obd AlES AREsHH, 412 (2-28)1F Zth. MAE(Mean Absolute
Error, Bt o2 et= Adigls A=A, Alae 2219 2ol

n

MSE = %Z(y} Y, -+ (2-28)

1=1

8) MAE : 91715 tjo}, https://en.wikipedia.org/wiki/Mean_absolute_error

9) MSE: $]7]1=tjo}, https://en.wikipedia.org/wiki/Mean_squared_error

10) RMSE: $17]mt]o}, https://en.wikipedia.org/wiki/Root—mean-square_deviation
11) MAPE: 9J7|™|t]o}, https://en.wikipedia.org/wiki/Mean_absolute_scaled_error
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54 (2-27), (2-28)91A n HolE] 4, = 57 = AARES Jnlait,
RMSE(Root Mean Squared Error, HwAlHEL22H)+= MSE(Mean Squared
Error, BatAdeapho] Atg< FIet grolH, 412 (2-29)¢F Atk ne

ol Z, y = dEgh g AAZS o]t

1 &G, ~
RMSE = EZ(%_%V - (2-29)
i=1

MAPE(Mean Absolute Percentage Error, @ H]-& 2P| o= HY
o] d& AL E F5A4T Aoz wAiled o IATA et &4t A
|Ht. MAPE= F= WEsE AYEE FASH, 42 (2-30)7 2t

A7|A ne dolE %, y= &g, g AAgHS ongit,

L ?;i_yi

MAPE = 100% xlz | -+ (2-30)

ni= |y7:’

MAPE= dRtA oz A exp SHolA wfe Al sfA o= Qlsto]
39 A @ B grhoA &4 2 AFgEHT - MPAEE XE 9551
L pdoA F2 A}gHch RMSEZ} 22 o2& oxtabd MAPEL: H&
o7 a2, £A¢ Hole e 3¢ MAPE 3ol § HUxrt oty Hot
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o

f 2> e 4

SEHSR ARAAGLS F 10 ARE 7ML A= ARAA8%
£ ¢ KJY Scoreldz A5ttt PiotroskiZ} A|AIRE 9712 W= 1Y
(2003), Br4d, t44, &471(2008)9] ATLE FFste] o|xrHA al-&T}
At olRist 271x] W4 Frtste] (& 4-13 Zo] 117 Ax=2 74

AFEAHA R4l KJY-Score AF&E21S THEQIT)

(& 4-1> KJY Score At=4]

A2 KJY Score = Kt K> +K; +K; +K5 +Ks +K7 +Ky +Kpp +K;;

K FAAAl)E K 9% ol
o5 0] s} K ka9 ggjolelgel st
AE | K EANYRGAAFESENE K AR s
B | K GU@FEEN Al Ho] Ky olxAhilg
K Helx) vt Ki AR Wa
K; SEHe] s

K. EAAEATO]

12) KIY Score: 117]} AAFARE Sl AFEE AFdz0E onRith. (20177 011844 1709 &
3718 ARARE 7L 1] ARE AEd AFPAAReE mEcl st AeE 371 ArA A
I 5 AERAC] B8 7R ATORIL ool 2 dAHESIRD7E 20117 2017971 7 SAA=
3719 AT delEE 7R 117 ARz AEE ARARVARE 235 3719 A Al et diz
& AT 2 o] 117 Az AFEe] dis) A wavt As ARIskL Ae2 Algsted o] 1174 A
iz JEH ARARATE Al A 92 e 47 T KJY Scoresfal SIS,

ol

o)

gl
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xel

:’L

[e)

=

In(Zp4t
tH(HE4, 2017).

719 KJY Score

[«
his

&

a1

[¢)

oF ALtA, <(FE 4-1)>9] KJY ScorettE

Stof ALt

4-359]

Score A]

T
ar

S

T I

C AE(2017)

i1
ar

<

A

2 Hsk

=
=

7199] 2011A=HE 20179 =7k2]9] T7Hd KJY Score

13) o]#fH]-go] 0o]H o] AhE Jull-&




R 4-4) 704 SIAIAE 3719 KJY Score (2011-2017)

NO 20114 20129 20139 20144 20154 20164 20174
1 7 8 8 8 6 6 7
2 4 5 9 10 5 8 6
3 9 10 6 9 9 8 8
4 10 7 8 9 8 7 7
5 8 7 7 8 8 6 7
6 6 9 9 8 9 6 8
7 8 4 8 6 8 9 9
8 6 9 9 7 6 9 6
9 6 7 8 6 7 5 6
10 5 2 5 4 5 5 7
11 4 3 5 5 4 3 4
12 7 6 9 6 6 4 5
13 7 10 6 7 8 7 7
14 7 7 6 6 7 6 6
15 6 6 10 8 6 6 8
16 7 6 5 4 8 6 4
17 8 8 8 9 8 9 8
18 7 8 9 7 6 10 6
19 5 5 9 8 6 9 6
20 6 6 7 10 7 9 7
21 7 6 7 9 9 8 5
22 5 8 7 9 7 8 7
23 7 8 6 9 7 9 8
24 7 9 7 7 9 9 6
25 8 10 7 7 9 9 7
26 6 9 6 8 7 9 7
F) B AL 7 7198 EAS wefst A o, 7199 fil WEE Rl
o|FA 2011dF# 201797t%] T/HE SAAE 714 AT HOlHE &

o =&% KJY Scoret= 2016W3} 20179 37|19 AEAAAY AS5mde] A
Aste d ARgstnt. 770d KJY Score % 2016@3 20174 KJY Score:
20163} 20179 3719 AFARAY dSRdoA =59 oSge] Hlw
Aol AR-&sEAH.
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7gsset. =y

sl ==

412 598 2%
=HHSE 3719 24 W ZHEXHE A= ARIES 7L
B oapgRiLes ghEo] (& 4-5)¢F Zol F 27719 WSE
Ro] AFEZRe (E 4-29F (E 4-3)0 ANE FE ALAS
skt

@ 4-5) EYPEs A9 9 He 6]

NO = W4 77 AA| HSHET
1 7AYol el Ordinary Income Ordil

2 7 ZAAE Underlying Assets UA

3 7] Efo] o]l Other Income Otherl

4 2 2| 2 5} Diff. of Leverage DiffLev

5 A G HdoldE Operating Income/Revenue Ol/Rev

6 & ol EH s} Diff. of Operating Income/Revenue DiffOl/Rev
7 ALY Debenture Debt

8 Z=olujj &l Revenue Revenue

9 FolelEA Operating Income Operl

10 | ddFZFs=3} fole]oJxto] | Operating Cash Flow — Ordinary Income OCF-Ordil
11 AL EdESE Operating Cash Flow OCF

12 SE=EA Current Liabilities CL

13 S EH)lg Current Ratio CR

14 S5 H2Hs} Diff. of Current Ratio DiffCR
15 5 A4t Current Assets CA

16 SR} B Rights Issue RI

17 oA} H/FHl-& Interest Coverage Ratio ICR

18 o|zHH|-& Interest Cost IC

19 ZPAT R 2] H S} Diff of Asset Size DiffAsize
20 ZHALEA Total Assets TA

21 MR A& Assets Turnover AT

22 2R -gH sh Diff of Asset Turnover DiffAT
23 2725 A Long—Term Financial liabilities LTFL

24 2712 Long—Term Borrowings LTB

25 A gl E Ordinary Income/ Underlying Asset Ordil/UA
26 FAE A Ao ) E oSt Diff. of Underlying Asset/ Underlying Asset | DiffOrdil/UA
27 Z2A R G A F S EH]S Operating Cash Flow/ Underlying Asset OCF/UA
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4.2 "lo]e] AA 2] (Data Preprocessing)

ey 24 29 Breste] o]y AP (Data Preprocessing)= HF
EAl AAoF sh= vAolth. &4 Ayt Y JIAIE AlFat oA B A5l
AHAR FFe 7] deoleh(Fas), 2019).

dlole Axeli dole AA, dold S, deld W, dHold Hi
Sol gtk dlold AL B2A U oy, eFY B4 59 Feol A
b

olg 01741 } gt tolg Ee doly Hol~DB)E& FHddte 7ee
ettt dlole WHEe dloly 9 WE 5 HolE 4] 8ol JH=z ¥
gste 7lez Aqteh, A9eh aof, AS A4 4 ¥He 88T & Ao
bojg Z4+ 240 =das HolHE 42 4EA

2.0 L2l A oA thEglom B HojA

7t A (Correlation) S A H o

B2AE Aelshs BAL BZAE AASAY 514 dolda B9 7
S ot FUPo R, WFFY A% AN ATt A 4 W
¥e Null E3 A P& AASHE Zoln, weF BT} FHeA

o
=4 ez Ae 5 ArhEEst 2019)

14) &4 https://www.saedsayad.com/data_preparation.htm
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4.2.2 &# BX(Correlation Analysis)

1
oli
26

W 2 A JEg setsh] Sistel
o kg HolA el (& 4-6) ATRA AWE vk Zlold,
(7% 4-112 2878 95 2 YBEAE ATE SEB(heat map)O2E

S|E(heat)e} A =& %ot W

(18 4-1] S|E%(heat map)o =2 YERH AMyH A

15) &4 : Y7193} https://ko.wikipedia.org/wiki/5]| EH
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(B 4-6) TEA A3

Ordil UA Otherl DiffLev Ol/Rev | DiffOl/Rev Debt Revenue Operl OCF-Ordil OCF o8 R DiffCR CA RI ICR Ic DiffAsize TA AT DiffAT LTFL L8 Ordil/UA  |DiffOrdil/UA|  OCF/UA F-score
Ordil 1 0.516721 | 0.769156 | -0.03985 [ 0.169248 | 0.169248 | 0.460291 | 0.576169 | 0.908882 | -0.16217 | 0.730011 | 0.377731 | -0.05288 | 0.008202 | 0.238668 | -0.08524 | -0.00431 | 0.457717 | 0.120981 | 0.521191 | -0.03774 [ -0.0006 | 0.376899 | 0.136127 [ 0.273713 | 0.144057 | 0.148939 | 0.118605
UA 0.516721 1 0.147784 | -0.07761 | 0.00576 0.00576 | 0.963699 | 0.810492 | 0.632564 | 0.06205 | 0.805613 | 0.918971 | -0.11165 | —0.05386 | 0.795726 | -0.37985 | —0.07998 | 0.738515 | -0.05129 | 0.999773 | -0.19023 | 0.009589 | 0.955236 | 0.726786 | —0.07419 | 0.001431 | -0.01491 | 0.06106
Otherl 0.769156 | 0.147784 1 0.006157 | 0.111412 | 0.111412 | 0.114643 | 0.19361 043255 | -0.31738 | 0.299607 | 0.087927 | 0.028411 | 0.044672 | 0.051998 | 0.099814 | 0.023549 | 0.112586 | 0.233242 | 0.155649 | 0.043414 | -0.00675 | 0.083887 | 0.007361 | 0.382212 | 0.248193 | 0.080075 | 0.033671
DiffLev | -0.03985 | -0.07761 | 0.006157 1 -0.16911 [ -0.16911 | -0.05419 | -0.03315 | -0.06025 | 0.034683 | -0.08792 | -0.07313 | 0.022367 | 0.074429 | -0.05455 | -0.02277 | -0.03441 | -0.06159 | 0.250715 | -0.07466 | 0.042326 | -0.11493 | -0.0563 | —0.04775 [ -0.0951 | -0.01367 | -0.08223 [ -0.14437
OI/Rev | 0.169248 | 0.00576 | 0.111412 0.16911 1 1 0.03231 0.01645 | 0.166073 | -0.27785 | 0.053543 | -0.02349 | 0.041942 | -0.03451 | -0.01118 [ 0.287146 | 0.102877 | -0.0065 | 0.19628 | 0.007118 | -0.06168 | 0.00541 | -0.03024 | -0.01961 | 0.489619 | 0.19113 | 0.283646 | 0.288461
DiffOl/Rev | 0.169248 | 0.00576 | 0.111412 | -0.16911 1 1 -0.03231 | -0.01645 | 0.166073 | -0.27785 | 0.053543 | -0.02349 | 0.041942 | -0.03451 | -0.01118 | 0.287146 | 0.102877 | -0.0065 | 0.19628 | 0.007118 [ -0.06168 | 0.00541 | -0.03024 | -0.01961 | 0.489619 | 0.19113 | 0.283646 | 0.288461
Debt 0.460291 | 0963699 | 0.114643 [ -0.05419 | -0.03231 | -0.03231 1 0.824401 | 0.574578 | 0.079669 | 0.723748 | 0.858797 | —0.14156 | -0.04081 | 0.747828 | -0.43166 | -0.10038 | 0.790936 | —0.0624 | 0.964293 | -0.19085 | 0.00075 | 0.960483 | 0.672432 | -0.11788 | 0.009519 | -0.05032 | 0.069147
Revenue | 0.576169 | 0.810492 [ 0.19361 | -0.03315 | -0.01645 | -0.01645 | 0.824401 1 0.686529 | 0.077279 | 0.789223 | 0.645356 | -0.08943 | -0.00331 | 0.428056 | -0.29942 | -0.00738 | 0.876115 | -0.00068 | 0.813516 | 0.046039 | 0.010311 | 0.697931 | 0.304674 | -0.01971 | -0.006 | 0.081563 | 0.051804
Operl | 0908882 | 0.632564 | 0.43255 | -0.06025 | 0.166073 | 0.166073 | 0.574578 | 0.686529 1 ~0.02168 | 0.834402 | 0.475535 | ~0.09314 | -0.01758 | 0.302787 | -0.1854 | ~0.02145 | 0.572289 | 0.01847 | 0.633738 | -0.08158 | 0.003558 | 0.476997 | 0.187256 | 0.136731 | 0.04127 | 0.157872 | 0.145424
OCF-Ordil| -0.16217 | 0.06205 | -0.31738 | 0.034683 | -0.27785 | -0.27785 | 0.079669 | 0.077279 | -0.02168 1 0.091533 | 0.05754 | -0.08257 | -0.14218 | 0.028786 | —0.14665 | 0.016745 | 0.075397 | -0.24094 | 0.057917 | 0.062435 | 0.002289 | 0.065388 | 0.023969 | -0.74223 | -0.50107 | 0.384247 ( 0.143866
OCF 0.730011 | 0.805613 | 0.299607 | -0.08792 | 0.053543 | 0.053543 | 0.723748 | 0.789223 | 0.834402 | 0.091533 1 0.703299 | -0.10855 | -0.04263 | 0.487551 | -0.29495 | -0.04577 | 0.675719 | -0.06568 | 0.801742 | -0.10575 | 0.001817 | 0.659749 | 0.392539 | 0.026539 | 0.013599 | 0.165329 | 0.119997
CL 0377731 | 0918971 | 0.087927 | -0.07313 [ -0.02349 | -0.02349 | 0.858797 | 0.645356 | 0.475535 | 0.05754 | 0.703299 1 -0.04879 | -0.05383 | 0.936394 | -0.33423 | -0.06677 | 0.479487 | -0.05295 | 0.916321 | -0.15399 | 0.011138 | 0.94407 | 0.894487 | -0.08317 | 0.004807 | -0.03363 | 0.042032
CR -0.05288 [ -0.11165 | 0.028411 [ 0.022367 | 0.041942 | 0.041942 [ -0.14156 | -0.08943 | -0.09314 | -0.08257 | -0.10855 | -0.04879 1 0.315524 | 0.049616 | 0.281695 | 0.213455 | —0.22858 | -0.00419 [ -0.11165 | 0.565171 | 0.070809 | -0.08245 | 0.047132 | 0.26002 | -0.05054 | 0.242055 | 0.016809
DIffCR | 0.008202 | -0.05386 | 0.044672 | 0.074429 | -0.03451 | -0.03451 | -0.04081 | -0.00331 | -0.01758 | -0.14218 | -0.04263 | -0.05383 | 0.315524 1 ~0.04239 | -0.00339 | 0.062999 | -0.03535 | -0.15388 | -0.05499 | 0.229346 | 0.069189 [ -0.04455 | -0.04168 | 0.153129 [ 0.020323 [ 0.01094 | 0.033279
CA 0238668 | 0.795726 | 0.051998 | -0.05455 | -0.01118 [ -0.01118 | 0.747828 | 0428056 | 0.302787 | 0.028786 | 0.487551 | 0.936394 | 0.049616 | ~0.04239 1 ~0.2391 | -0.04464 | 0.229493 | -0.04069 | 0.792857 | ~0.12945 | 0.011292 | 0.899295 | 0.984228 | ~0.06224 | 0.007765 | -0.04525 | 0.047654
RI -0.08524 | -0.37985 | 0.099814 [ -0.02277 | 0.287146 | 0.287146 | -0.43166 | -0.29942 | -0.1854 | -0.14665 | -0.29495 | -0.33423 | 0.281695 | -0.00339 | -0.2391 1 0.160636 | -0.3841 | 0.101804 | -0.37694 | 0.260614 | 0.068002 | -0.3837 | -0.20808 | 0.349091 | 0.000967 | 0.274621 | 0.049674
ICR -0.00431 [ -0.07998 | 0.023549 | -0.03441 [ 0.102877 | 0.102877 | -0.10038 | -0.00738 | -0.02145 | 0.016745 | -0.04577 | -0.06677 | 0.213455 | 0.062999 | -0.04464 | 0.160636 1 —0.09654 | -0.03743 | -0.07999 | 0.567009 | -0.04721 [ -0.08657 | -0.04131 | 0.160338 | -0.02497 | 0.244446 | -0.03478
1c 0457717 | 0.738515 | 0.112586 [ -0.06159 [ -0.0065 ~0.0065 | 0.790936 | 0.876115 | 0.572289 | 0.075397 | 0.675719 | 0.479487 | -0.22858 | -0.03535 | 0.229493 | -0.3841 | -0.09654 1 -0.05919 | 0.74207 | -0.14884 | 0.011332 | 0.60938 | 0.132171 | -0.09305 | 0.002954 | -0.02213 | 0.032824
DiffAsize | 0.120981 | -0.05129 | 0.233242 | 0250715 | 0.19628 0.19628 -0.0624 | -0.00068 | 0.01847 | -0.24094 | -0.06568 | -0.05295 | -0.00419 | -0.15388 | -0.04069 | 0.101804 | -0.03743 [ -0.05919 1 -0.03972 | -0.02901 | -0.20425 | -0.06054 | -0.04358 | 0.308123 | 0.346136 | 0.085537 | 0.070859
TA 0.521191 [ 0999773 | 0.155649 [ -0.07466 | 0.007118 | 0.007118 | 0.964293 | 0.813516 | 0.633738 | 0.057917 [ 0.801742 | 0.916321 | -0.11165 | —0.05499 | 0.792857 | -0.37694 | -0.07999 | 0.74207 | -0.03972 1 -0.18927 | 0.008788 | 0.954371 | 0.723368 | -0.07078 | 0.00356 | -0.01603 | 0.061331
AT -0.03774 | -0.19023 | 0.043414 [ 0.042326 [ -0.06168 | -0.06168 | -0.19085 | 0.046039 | -0.08158 | 0.062435 | -0.10575 | -0.15399 | 0.565171 | 0.229346 | -0.12945 | 0.260614 | 0.567009 | -0.14884 | -0.02901 | -0.18927 1 0.069729 | -0.18791 | -0.14056 | 0.196803 [ -0.04346 | 0.35896 | 0.006886
DiffAT -0.0006 | 0.009589 | -0.00675 [ -0.11493 | 0.00541 0.00541 0.00075 | 0.010311 | 0.003558 | 0.002289 | 0.001817 | 0.011138 | 0.070809 | 0.069189 | 0.011292 | 0.068002 | -0.04721 [ 0.011332 | -0.20425 | 0.008788 | 0.069729 1 0.003487 | 0.00786 | 0.00934 | 0.046268 | 0.016087 | 0.135649
LTFL 0.376899 | 0.955236 | 0.083887 0.0563 0.03024 0.03024 | 0.960483 | 0.697931 | 0.476997 | 0.065388 | 0.659749 | 0.94407 | -0.08245 | -0.04455 | 0.899295 | -0.3837 | -0.08657 | 0.60938 | -0.06054 | 0.954371 | -0.18791 | 0.003487 1 0.851874 | -0.11077 | 0.006397 | -0.06062 | 0.058351
LTB 0.136127 [ 0.726786 | 0.007351 [ -0.04775 [ -0.01961 | -0.01961 | 0.672432 | 0.304674 | 0.187256 | 0.023969 [ 0.392539 | 0.894487 | 0.047132 | -0.04168 | 0.984228 | -0.20808 | -0.04131 | 0.132171 | -0.04358 | 0.723368 | -0.14056 | 0.00786 | 0.851874 1 -0.07276 | -0.0009 | -0.06652 | 0.025056
Ordil/UA | 0273713 | -0.07419 | 0.382212 | -0.0951 | 0.489619 | 0.489619 | -0.11788 | -0.01971 | 0.136731 | -0.74223 | 0.026539 | -0.08317 | 0.26002 | 0.153129 | -0.06224 | 0.349091 | 0.160338 | ~0.09305 | 0.308123 | -0.07078 | 0.196803 | 0.00934 | -0.11077 | -0.07276 1 0.574809 | 0.333499 | 0.18495
iffOrdil/UA 0.144057 | 0.001431 | 0.248193 | -0.01367 | 0.19113 0.19113 | 0.009519 -0.006 0.04127 | -0.50107 | 0.013599 | 0.004807 | -0.05054 | 0.020323 | 0.007765 | 0.000967 | -0.02497 | 0.002954 | 0.346136 | 0.00356 | —0.04346 | 0.046268 | 0.006397 | —0.0009 | 0.574809 1 0.086997 | 0.169653
OCF/UA | 0.148939 | -0.01491 [ 0.080075 | -0.08223 | 0.283646 | 0.283646 | -0.05032 | 0.081563 | 0.157872 | 0.384247 | 0.165329 | -0.03363 | 0.242055 | 0.01094 | -0.04525 | 0.274621 | 0.244446 | -0.02213 | 0.085537 | -0.01603 | 0.35896 | 0.016087 | -0.06062 | -0.06652 | 0.333499 | 0.086997 1 0.457187

F-score | 0.118605 | 0.06106 | 0.033571 | -0.14437 | 0.288461 | 0.288461 | 0.069147 | 0.051804 | 0.145424 | 0.143866 | 0.119997 | 0.042032 | 0.016809 | 0.033279 | 0.047654 | 0.049674 | -0.03478 | 0.032824 | 0.070859 | 0.061331 | 0.006886 | 0.135649 | 0.058351 | 0.025056 | 0.18495 | 0.169653 | 0.457187 1
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0= (18 4-2]= AZ3HE YE+= seaborn #7]12]9] ShQl pairplot o
2 ¥4 7 TAE B Aotk pairplot Wy ZH Y-S 4= Hof 1
2lE(grid) FEIZ ZF W4 Ao g dish 270 E52 1dH. g2 W
7 W= g4 FYole sid H4o] SIAREIMS TP, olE Sl
7 A=l (column) & Hlo|H 9| oAU 74 542 AT 4 U0

(729 4-2] pairploto= WERd # IF BA] Tz

16) &4: tlo|g Afo]dA AZ hitps://datascienceschool.net/view—notebook/4c2d5ff 1caab4b21a708cc662137bc65/
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43 524 44

AFAA ] w2t 20168 201749 3719 AFARAY AS2dS AASH
7] 95k & 2671 271919 20119E 201749 770 IAAE HolHE &
& d|o]E|(Train data)$}t HIAE dlo]E(Test data)2 U<

AFAAR] wet 2016 3719 AFAAY ASkds AASH] stk
2011d5¥ 201597t2] 570 A7 dlolHE &7 HelH=E ARgstal, 2016
A5 dHolHE HAE HolHz ARSIt vR7i=E 20179 5719 A+

Ast7] Yste] 2012WHE 2016E714] 570& AFE

MV

A9y dznde A
g 4 deolHz Agaty, 20178 AT dolHE HAE dolg A
gstoict

He olgste] 2016\ 20179 F719 AFAA
4 dsRde At ke d5u T A= AAYT Hlwste o=

nd AAst] ol ARERE mAlgYd 7S
Random Forest, XGBoost, LightGBM, DNNoJt}. Z} 7|H-S o]g3t 2016
it 20179 3719 AFARAY d5nd AA 4y duE =2 AlASE
Aot
AAN .
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4.3.1 Random Forest

Random ForestS ©]-83t 2016\ 20179 271 YEAAA o=nd
T I VR
H4= 3] (Regression) 2] G SRS Ao

Az WAl 7S ARESH ] A AAdloF & AdAEsol Sl o] F st
Ut sttt whebr] e (parameter) = 71424 0 2 9hpo] o] FRof L g of
= Mass gujeth st e ke o] metulE e o] Fo] F
of EgElo] Q= THT SAoITHD),

Random ForestE ©]-&35t of|Sd AA| Al F£Q 1tatn|E (parameters)=
Ch2at o] AAskH

Mr %o

n_estimators = 1000,
bootstrap = True,
max_features = ‘auto’,

random_state = 42

Zf mpetolEl o] ofmls H=d ZHs(Ed & 7RIk, 2017).
e n_estimators = 1000 - RE¥-& T=7] 9o A4S Eﬁ(tree)-‘ﬂ e
olujsit), utd oz Erlo 47l WeAE AHio] FRAIE T oFRAH O

T -

TR LT AL £E7F =8 A]E ©3do]
. bootstrap True — ZF E7} 1-G5H WEo] A== dlolg o] F&E
= o8l digt A8 oFE A5k Aolth
e max_features = ‘auto’ — xE(node) B A] FAO £ 98| g

SfjoF & feature(H )_J 22 olulgit}, o] 7+ Edy} oup} Hztelst

feature®] &} FASHA AAH 7431} 2}, feature?] 4= Eglo] ZF B
717 UHlE Bl e EAS TelotRz B4 A F2H9]

17) &4 $171%3} https://ko.wikipedia.org/wiki/mi7iH4 (AFE_Z=2T9)
18) &A: https://scikit-learn.org/stable/modules/generated/sklearn.ensemble. RandomForestRegressor.html
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go] Eol7kA] AR, REAEH (bootstrap) MELFORE QIH T2+
< 2ol
e random_state = 42 — YdZ(random number) A 7|04 AFESH= A|E

(scedZ THE e AHgotol Zzaw g Avtet Tge AuE A

=t
I 9] Yz mtatu]el(parameter)«= RandomForestRegressor 7|23t 2
s ARE a2 ASEE AAAM &9 dolE (train data) €] Zé%‘fi

(Accuracy)E gotHgith &3 floJE|2 o5 2dll &8 tojg et EA4o]
2o AE He A= dolH7E FojAHk: Fgs] 5T Atal 7diRith
o] A& Hi Holge] diste] FesHA ST 4 U, ol&
(Train sep)oflAl HIAE Al(Test set) 22 AWtSHgeneralization) = I ttal ik,
7t Zods Rd2 dutsl A5o] 7t He HHH e Edolt
(88 & 7ok, 2017). Random Forest ©]-83 &l AAA & HolH
Al(Train Dataset)?] A& (FE 4-7)3} Lt}

%0, -‘lN' F-{

Mol
o
>

(& 4-7) Random Forest =& S to|gAle] Ao
2011-201549 &3 dlolgAl 2012-2016¥ =& dloJgAl
93.9% 94.4%

20119614 2015874419] Hlolelz 74 £ Blo]elM(train datased)
o AsEL oF 93.6%2 Uehkon], 201244 2016974419 dolelz 7
e FE dolgAle] HeteE: oF 944%=2 uebgtth glojHAle] Her:
uhetu|E o] Ao whet 254 debdih wiwol metnH o] 4AS Fofl
o|FAlS] AHSt=E AT 4 Ut AN HIAEAMS] HLrt wrhyl =
Al F2 A e+ A2 oty

3FolA AGS AAH, A ASHA S0 it AF Brle F
2 ex}er=(Error Function) #Hez Qi E ALox= MAE(Mean
Absolute Error, Bwdte2x}), MSE(Mean Squared Error, BHwAF2A}),
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RMSE(Root Mean Squared Error, HwAlEL22h), MAPE(Mean Absolute
Percentage Error, BHAHQx) 4709 @13k groz shelatqrt.
MAPE®] A%, o2 Hrix|met g2 %2 w7|gitt o Snde] oxpgh4:
ol e o= o] £L Aoz Wit

o|7] dSEdEAMN F2 7 Bol 2ol s ¥7F A®EE RMSERIH],

2] d&rdo|ds MAPEE A5 ARgHT} RMSE7} = o)A 9 z}et
M MAPE: H]E o227 oxg 23 fo]geo A9 MAPES o] d
AYUEZE okl E2op oo 2 AFoA L] A=KE **‘s 37t At =
RMSE®t MAPEE 7FAa1l 9ottt Random ForestE ©l-8%F 20163t

20174 &719 AR 52l tiet 4 87t Adte <E 4-83 £t

# 4-8) Random ForestE °|-&3 37|19 AFHLAY ASRHA o= 2

T MAE MSE RMSE MAPE
20161 Al5rd 0.839 0.980 0.989 13.05%
20179 A5 0.932 1.592 1.261 15.79%

*MAE : Mean Absolute Frror, Bx+di 22}

*MSE : Mean Squared Error, B4 524}

*RMSE : Root Mean Squared Error, HaAlE-L2A}
*MAPE : Mean Absolute Percentage Error, Fwdtu]-&-2 2}

Random ForestE ©]-4% 20167} 201730 3714 AMEFAZA o =2d ]
QAR g AHEW, WA 20169 oASEE] RMSE 2 0.8390]H,
20179 oZmdo] RMSE gk 0.939¢]ch 2016Wx 20179 RMSE Zke]
0.09302 °F 0.14% o]z} Wk, MAPES] 7%, 2016\ o=rd o] MAPE
e 13.05%, 20174 SZREL 1579%2 2.74%°] Zols HArh =, F
72 AxE T A5 45 B 23, 20169d AdSEEHT 20179 dE5E
9] dE2o] ¢ W2 Aoz Yyt ojet 2 Avl= 20179 HH A
o] JFo=m HRlrh 2017d % &A= QIgh HiZS] ARIF vk g,
20179 59 241 AR7E SHlstHA A T A Aute] @2 #3t gl

ot ol=gt Hsk= 71 HolHE Ft A5S] A gfle= g 4 Ak



(19 4-3], [1¥ 4-4]= Random ForestE ©]-€3 2016 20179 37| AFAAAY J&rdoix dd Hpe
JE

2 PAdE oA EHE(Decision Tree) AAE AlZtelote] YeRH PEfo|tt. Random ForestE ©|F= ZF QAE%
2= A =9 dolglez g A7 B2 5o FEH S dlolEet SHHS | o8] FEHT ZF JJAPEAHER
ity 9 glojgAlo] tf27] o) +5H Ed RE2RE A FH o] BF g=2A Yepdo@ER2A, 2015).

[21¥ 4-3] Random ForestE ©]-&3F 2016 5719 AFAAAY d5nd o HA| 24 Ee
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W/“""’m“‘f:;m-
won =20 e

'-/ l /k.‘.t-'\ 128.0 ocF-drdn-«-gy |
(Ezer) (eree) (Gess) [ RIS [ i ] e =55 |
- . W
() () vl (@) @) G

[C1¥ 4-4] Random Forestg ©]-83 2017¢ 3719 ARG A5nd odd HA 24 Ed
Random Forest®= SJAFAAHE ] (Decision Tree) 7|8 ¥ 2] vi7) (bagging)S ©]-83F A+

o
=
o] BAGFESL) 222 59 £ AAstT dustel 7bg B AIEe wEIT T W ART WRE))

o] A 2 F& ARES 58t WA (over—fitting)& Eolxl dHre} s17|7F 4t
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o2 [18 4-5], [28 4-6]1C 2016Wx} 20179 &7 AFAAA o
Zndo] XA E Q] Zlol(depth)E B level) 37k2] A|gtote] AlZtslst
of vebd gefojrt, Exlo] ZolE kE(node)7t Wdo] ZeAle £7] A
AYElE S22, 7P 49 kLt Zolrt 0o "ok [I'™ 4-5]914 7H
48] kB Operl(FPoldEa)el alidstm, Samplest ZF k=0 Sl A
Zo] A4E YERfH, value: ZF LEo] 9 MIZo] o=zhe olm|gitt,

OCF/UA <=-0.0
samples = 14
value =5.0

DiffCR <= 0.0 CL <= 50054436864.0 "DiffOrdil/UA <= -0.0
samples = 6 samples = 8 samples = 25
value = 4.0 value = 5.7 value = 6.6

H:amm%t'u] [?.T&'?s?) _] _vall
[13] 4-5] Random ForestE ©|&3t
20169 71 AFAAAY Ad5nde] 24 Ed (depth level 3)

samples = 2 samples =
value =2.5 value = 4 . 4

Random Foresto Al &= E7] Al ZF LToA A HEE giie=z 3
Al HlAES 2= Zlo] ofel 7 LEOA FH WAL
T o] H Hpg oM HAe HAES Herh(EY & 7holk, 2017).

OCF/UA <=-0.0
samples = 14
value =5.0

DIffCR <= 0.0 CL <= 50054436864.0 "DiffOrdil/UA <= -0.0
samples =6 samples =8 samples = 25
value = 4.0 value = 5.7 . Vvalue=6

.f.-a\%j [wlua-;.y

samples = 2 samples =4 ) ((sam N (‘samples = sam
value =2.5 value=44 | | valu i wm-ss value:s‘f |

[13] 4-6] Random ForestE o]-&3t
20179 F71d AFAAAG Ao 274 Eg (depth level 3)
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[(19 4-7]2 Random Forestg °©]-83F 20169 37|94 AFAHA A=

mdlo] M4 ZQ & (variablel? importance)S WEH T18jiLo]

=

Variable Importances

alrs

al
ul:l.l?S
=
o
et 1100
| .
2
(4 fap e
=
(=1
{8 i)
N 1.1l
e I-. m_Eml.l -I
- E = W R
Hdﬁ%ﬁ [} .‘%&E%EHEEE
= 'UH
B EE
a
Variable

[1™ 4-7] Random ForestE ©]&3t 2016 o&Sndo] W ST

Random ForestE ©]83t 2016W@ 37| AFAHAAY d=5ndo] ¥ 5
Q% (variable importance) ¢ 471 HEF S8 %}t% %ﬂ QS{,}E}, 2
FTaE7E 7MY w2 Hae T CIYE

Zrol 0.19%1eH, A Hapes diEAddeldEO/Rev = F25E o]
0.12%icF. Al ‘?il‘ﬂ Hes fEG Yol EHSDIfOl/Rev)2 T2 3]
0.10, 49 HA] W4 dgo]dA(OperD2 F2 5% ko] 0.09%ch

19) 2 A4 variable2 WA oA dFtEoR of7|5t= features <Jm|3ich
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Random Forestol Al Z} W0] FQ5% Zke 7} Eglo] W4y FQLE F
goto] Axtet Zolth 34 AESREO Fe ofd WpE ARERH =&V}
HAAF22Ql MSE(Mean Square Error)tt Hddt 2l MAE(Mean
Absolute Error)& ARg5te] EAH(Variance)e Auhtt faAl7| A5 A4l
o, ZF ¥0] AdA SeEE AHE 5 ok 59 SHoA SHWHSo
FTRAS T 4 slon, YN S8k glo] 245 FRNS Jd5
Zasttta s|-gtct. dHA o2 Random Forestol A Algshs WSy 8=
+ She] EgolA] Algste AR § A2 wheiet(Ed, 7holx, 2017)

TRE7F =2 A9 4719 WETe 7FA A Random ForestE ©]-8-5H]
20169 571 AFAWAE dEsrdS oAl AAISHT. otetrE = A |
45 7F21 Random ForestE ©]-§3t oASmd HA Ale}t FdstA AAst
Aot dErdo AL Wyl HaAdgH]EeAlel MAPE(Mean Absolute
Percentage Error) #fe=2 Aoty MAPE Zro] ¥&4s eyl ooz
AEndo] A7t wrhy WA MAPE gto] @} Hle-& ou|siRnz,
100-MAPE= o= H8k Hlas ofn|eitt

A9 471 ¥H4+E2 Random ForestE o]&olo] AASH 20169 371 A
2AAA OiI]ZE'._EJ”J MAPE %,EO 12.35%2 ettt MAPE Zto] Q@aH|&

=

i r
£
A
ox
NICIR
ki
Ir
o
o
o\gr
E
o
w
(@)
X
i
E,
(0e)
~
(@)
(W]
X
s
IS
)
20
reE
S
i
AN
N,

==
‘i‘i#ﬁ%—% ZHA AL AARE ASEEY] =Tt 0.7% 1 o AL

4] 47
2 uehgch olelgt Auke A9) 47 MAET ZHT 20169 21D AR
AL AlESHe H F29] R8T ABot BE i,
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[(19 4-8]2 Random Forestg °©]-83F 20179 37|19 AFAHA A=

o] M4 FQ & (variable importance)E& YWERH TIefzTolc},

Variable Importances

alrs

Importance

g 8 8 g
S = £ o

odit |

i

othert [l

offiev [

et

N I I II
e mB l.. m_ II-. .I
u - o ¥ = b—l--"::I q g
STHILIL LA Sl W L 5
L E a OQB
[« ]
Variable

(19 4-8] Random ForestgE ©]-§3%F 20179 d5HEo] Wy FQoT

o7k 2 Random Forest® ©]-45H 20179 3714 AFAAAL =R
do] W F Q5 (variable importance) A9 47 W42l 9% H4e o2
v g W S8RV UMY w2 Wgbe SAMPEASolYEoRS)
(DiffOrdil/UA)Z Z8& Fto] 0.180]9loH, & &
(OperD2 F8%E Zro] 0.1499th Al HA Hes mjiEd g HolelE(OI/Rev)
2 F25E o] 0.100]1%14, ¥ ¥A] 4= W& doldERSHDIffOl/Rev)
2 F85 Fro] 0.09%T .

=



2016V FA5H S o% A9 47 HEETE 7FA 2 Radom ForestE
o|-gsto] 20179 F71d AFHAAE dASEHES AASHAH. dS5Ede] 4
5 H7te BEEdEE2A] MAPE(Mean Absolute Percentage Error)
Sz S5ttt &, MAPE glo] U&= eaHl&o] Ropxjung o=
St 7t =y ©HstH, 100-MAPE g2 o|& HErof et

Ha o A9 M HeER AAT 20179 371 AFARAE Al

)

o

Job g
H-]
rr
o
o
R
2
o)
%
o
N
i
E
e
o
o
N
o
R
r
__>‘4_11
rE
)
i
N
A
=
£
AN
rE H
e D D U | R |\

2 AARE dEnde] ALt 222% 9 W2 Zoz e
FaE A9 4afvter wHE 20179 37|19 ARARA dEndo] Fegrr}
AA| M2 AARS i HojA]= Ao UeyTh

ole] 20179 B/ AFAHAAY dEmde] Big FAE HEE 1oflAR
Bl 107}7t2] sto] dSmd-s dAAIs] Hetou, WA H4E 7HAAL v 57
A ARG d5nde o= JEZ(100-MAPE) 84.21%HT BEF w2
Ao g yeydth WS 17 Al 9 AEeE 80.47%, WS 270 Al 80.46%,
M= 370A] 81.81%, W4 57 Al 82.65%, ¥4 47] Al 81.90%, W4 671 Al
83.48%, W4 T A 83.1%, W4 870 Al 82.67%, W4 97 A 83.20%, W
4 107041 83.36%% UEFHTE o] FollA ¥4 6712 AR SR of%
= (83.48%)0] A WFE /AL SIS AAFE 1] dF HI:
(84.21%)9F @} 2ol ko] 0.73%= 71 W& o2 Uekrh §FH 2016
d 3719 AFARAY A5 A, Wy F/E A9 4719 WsE 71
371G ARAAY AS5RES AAYE W 95 HE(87.65%)7F 7t
%

o Ao SIET

.,
1N
rE

Z
S AARNE o] o= AL (100-MAPE)7} 84.21%018.2, ArS] 47

—

Hir

o
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Random ForestE ©]-&3t 2016W3} 2017d 37| AlFAAA of=mdo
A rEgd Hy F9% A9 4] AxE Aot (&E 4-9>9F At

(& 4-9> Random ForestE ©o}82t 5 Ee] ¥ F3T AF9] 47

20164 3719 AR dsnd 20179 3719 AR dsnd
1. SARA o1l g o HSHDiffOrdil/UA) 1. Z2pba ol g0 AsHDiffOrdil/UA)
2. &N o]} E(Ol/Rev) 2. Gdo]elA(Operl)
3 & Go| A EHSHDIffOl/Rev) 3. miEAdG Lol E(0l/Rev)
4. FgolH(Operl) 4. tjEA o EHSHDIffOl/Rev)

T 4-9)0)4 HE vfel o], Random ForestE ©o]-83t 2016Wx}F 2017

| SRl FaT A9 4 Hes dF ol Apelrt oy Fdg
Aoz UeRth $85 A9 M Mee 3719 ARdAde 52 5 A
+ Sl 78 H5o] gt oA FRE A 47 el SAEA O]
o] & ol HHDiffOrdil/UA), miEdFdolE(Ol/Rev), WiEA G0l ESH
SHDiffOI/Rev), FGolel&d (OperD2 B5F A1t o] Q= A FE0]
ot E3t S A9 W 470et M4 HAR Random ForestE o]-85H

4-10>3} Zt}. o5 mHo Zé—@rl:-_% 100-MAPE oz =43t

(& 4-10> Random ForestE ©]-&3+ ASHH F&L (A 471 VS ¥ HA)

20169 71 AFAAY 52 20179 $71d AFARYG 52d
B T o= (%) B A HEE (%)
HE Fan A 40 87.65 g Zan A9 4 81.90
A 86.95 A 84.21

*ASE (%) © 100-MAPE, MAPE(Mean Absolute Percentage Error, HAtH]& 22}
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(E 4-10004 Hi vief Zol, Fo&: 49 47 HaE
3719 AFAAY d5REe] AR A5 A A4 HeE 7L A
ARt dlsmde] gotret Aol HAoh 2016 5714
do] -, T/E A9 MM Her AAE it A4 Her AE fEg
A5 ALt =0 ol A MM Mewerr 20169 3719 AT
de dSshes d 8=t A&7t e onieith

R 20179 3719 AR dEREe S8k 4 Her AAY

b AA Mz AAY 2 o5 A= o Wt o] F¢ S8E7)
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4.3.2 XGBoost(eXtreme Gradient Boosting)

XGBoostE o443 2016\ 20174 E71Q ARAHA ojZmele] 47
B43 ATe e 2,

XGBoostE ©]&3t A52Y HA Al T2 mEn|E(parameters)s= T
T} o] A5ttt

gamma = 1,
learning_rate = 0.01,
max_depth = 3,
n_estimators = 10000,
subsample = 0.8,

random_state = 42

7 stoln matule|e] ofnli thea} 2

. gamma = 1 - B9 am Loy F7} welA
A4 24 W5Z ojujgt. ool AAW, Egjo] Hol7t 5L B
2ol meo] W},

mlo
=
I
rlr
fin}
i)
Fo
e

-

ok

25}
=

=)
1o
E)

N
5%

filo
A
_0|L
H
9_{1‘
>
ot
i)

e learning rate = 0.01 — 3 ¥
Y I 2ot £X] ¢kth

* max_depth = 3 — g E|9] Xofj Zlo]& Haltth 32 7|Z&gkolth o]
= 599 BRdo] LTt Ax A, B2t over—fting)o] WAL 4 ATt

e n_estimators = 10000 - RE-e =7 95 AT ET 9 %
n]etet,

* subsample = 0.8 - &7 JA®HA0] HH MEY Hl&S YIlth

o random_state = 42 - W<=(random number) A 7] A A5}
(seed), 1% Fha ARESte] m2T1d] A Almjny 242 4

k("R & 7lolk, 2017).
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XGhoost o143 =el AAc|H £ e (Train Datasen)®] Hot=
E CE 4107 gt

(E 4-11) XGBoost 249 & go]g|Alo] Ao

2011-20159 =& dlo]elAl 2012-2016\0 & dlo]ElAl

96.3% 96.3%

20119004 2015d712] 9] Hlolejz 4% &8 dlo|EM(train dataset)
I 20129904 2016¥7kA] 9] Hlol"2 4%
o] Aot = 5 oF 96.3%= UENIT

Random Foreste} upzI71R| 2, o= 2dEo] AL HI= @ 21sh=(Error
Function) o2 @ittt B2 Aox= MAE(Mean Absolute Error, B+t
A2z, MSE(Mean Squared Error, HwAlF22H, RMSE(Root Mean
Squared Error, B AlE22H, MAPE(Mean Absolute Percentage Error, &3
WA HlE b 4719 expeke gte= SIstint. MAPES] B¢ tE A=
of &l Hlg A= %= HI|RT ASEUO ARty Fho] AEE I
5 450l & Aoz Hrisith

=]

r{ov r~loll

2 dlo]gAl(train dataset)

XGBoost ©l§3 201643} 20174 3719 ARALY AZmee]
s WA AT (E 4-129 Pt

c

CE 4-12) XGBoost 018 3719 ARAMA AZ2ndo] o2 o2
T MAE MSE RMSE MAPE

20169 o524 0.800 0.858 0.926 12.54%

201794 d5nd 0.800 1.121 1.058 13.14%

*MAE : Mean Absolute Error, &=}

*MSE : Mean Squared FError, A5}

*RMSE : Root Mean Squared Error, B AlGE22}

*MAPE : Mean Absolute Percentage Error, B A&}t
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XGBoostE ©]-&3t 2016@% 20179 3714 AFARAY oA=rde] o4}
g g AHEY, 201649 dS5REES] RMSE: 0.926, 201749 &R ]
RMSEX 1.058°]t}. 2017d RMSE Zteol 2016@Xch 0.074 © =7 vrebyt
ot MAPE 3t E3t 2016E dE5R4o] 12.54%, 201749 52 4o] 13.14%
2 20179 MAPEZte] 2016@HTt 0.6% © =A Yehdth o3t o] &
2 o ASLrt =2 Zolrz XGBoostE ©]83 20179 &2 o)
ASASEE 2016W AESHE S ALLHTE F2 Zo=z Uyt o+
Random Foreste} &2 ZAifo|t}, ojg|gt A¥t= oAl A3t Hiel Zo]
20179 AE wAR QIgh AFS] Ayte] A W W3l glo] 201749 F7]
A AFARA ASol FFe & Aor Heh

[28 4-9], [2¥ 4-10]% XGBoostE ©]-g3t 2016W7 20174d 57|
ARAAY dEsndos gd we2 APH AHE(Decision Tree) AA|

S A7skste] Ltk gejolct.

Q AYEe
(7% 491614 =E(node) W 4, f13, 195} S2be Zkz Wist Wit
Seieh. £4, £13, o' 247} el AMeHDIffLev), FEH&(CR), Felolol
A(OperDe Jmlgieh. £ A7eld Eefo] e Zol(max_depthi: 71Egtal
302 AAste], shto] Wse A4 Ed Ao o] 3 YA sheth
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yes, nussmg \no

f13<-0.61303252 125<-0.0028296099

Ves, Missmg 'es, MISSINg

Y
leaf=0.04307692%

| J

leaf=0.0381666641 @

(298 4-10] XGboostE o]&3st 2017d d=rd b ZAHEZ

[ 4-10]°01A4 4= =lH A HSHDiffLev), 132 f-&H|&(CR), 25
F A4t & (Ordil/UA)E 9m| et}

XGBoost®] 4%, Eg]E W= ] CART (Classification And Regression
Tree)2t &8l YdE ZdS ARERth ol Eg RAHS ARESte|, 7}
B27] 7+ H]S5(weight)2 A 3}9HHChen & Cusestrin, 2016). XGboost=
ol ExoN ¥ AHE 7IXA v EYE Adsk=t &8st oFst A
Aol 7t521E Fojste] gt JiAZ HEAZIHA AE WA Uitk &
o wetuE2 x4t Fo Zol(max_depth)7hx] 212§t
function)of Al 7RAe] AA ol mIAA] B A5, o r 7Hx]A]7] i}
A& AP} o]F Tl EF 1P RUE AR ES] oAE Fof Ef 7]
qh oA e 4 Qe A over—fitting) =AIE  SHERHH(SHAZ,
2017).

[ 4-11]%= XGBoostE °l-&sto] ¥h= 2016d F7|9 A7 <
do] ®H4 F Q% (variable importance)E UWERH Tejolrt, XGBoost
t Random Forest®} npz7FA] 22 ¥4 5-Q T (variable importance)& Al 3-5k=d]
o] W FREE Fdste] AR Zojoh oS9] SHoA =HHSY]

SI3 4 glor], BAMSY FRE o] 245 Y Wil o5

K

S|\
ol

T

N
|m

N

ofx
ko
o,
ftlo

2
ofy
ko
o
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Variable Importances

Importance
=
=
=

| |I|||.|I||.|-|
i

BRUBESREN sz Lres

B ES
So° &
o}

020
015
0.05 I
0.00
35533
6 o
3

[17] 4-11] XGBoostE ©]-&3%t 2016 o&rdo] Hy =9

DiffA

S
S
o
(o)

DiffAs

DIffOrdi/UA I
OCH/UA

Variable

XGBoostE ©|-&3t 2016 3719 AFAMAY SR Fa& A9 4
N WMot FRE Hae o Atk FeET 7MY B2 Haee miEY
FAoldE(Ol/Rev) &2 0.200]1910H, F WA Hap= FAoled
0.110130c}t. Al ¥4 W4 FALEISSE(OCHLRE 0.09%11, v HA
Hp7E S Adol o & o M 2HDiffOrdil/UA) = 0.09 %1t

A2, Q57 A 4709 MSETRS 711 XGboostE ©]-86}0]
2016 3719 AFAAY dS5rdE oA AASH metrEs A4 H
5 7FA1 XGboostE ©l-&3t d5Hd AA Alet FUsHA AAsHA. <
=ndol Ay Hrhes HAAH|E 229l MAPE(Mean Absolute Percentage
Error) gto= SAs5Ith. , MAPE glo] W45 QAH|go] Wolz|ug
o= At} Hokn WASHH, 100-MAPE 3+ o= Astkof sigsict,
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o] o= A= (100-MAPE)7} 87.46%2, %8
HErt 2.96% © WA UERT

AFAAY AESndofA Fax A
ARS Wiy A5 Fe=rt o 9
P9 170014

]2 Ao eyt
olo 2017d F71 A
&9l 107074219 ®E2

w02 Zog UEeryTh
(13 4-12]+= XGBoostE

Zam 4
2AHA 2
oJuE, o2 At
A3 Znde AAYS
T A9 4 B4R A Zado
=, XGBoostE ©]-&3t 2016W F71¢
IRrOR AARE Wk AA WeE A
2494 JEndY FoE A5E
JEmde A Hetou, A WAE /AL
XGhoost2 o8¢ 8719 APAHA ) Zndo| o2 HH(87.46%) Rt
olfslo] TE 20179 A% ARANA o

S
%9 = (variable importance)E& WEHH 12 Zojr},

L5

Zmelo] W

- 87 -



Variable Importances

OCF
CR =
=]
]
=4
||
T
=
=
E=a
L I
BE
ey
li————x
=

Operl I

<T35I BoBEIRES LRSS
£ESEA580° £ 2 ES-SST
55 = -y § (] ;‘E (] -E-EB
2 3§ 5 85

& 2

‘ a8

Variable
[18 4-12] XGBoostZ o]&3 20179 o=mdo] W4 Q¢

XGBoostE Ol 20179 279 ARDAY ISR FRE A
A Bol FAE e cheT 2otk FAEA M e Wst vhEold
1918 (0I/Rev)= F85%= Ffo] 0.180]%eH, 7 WA Haef Al vz Ha
Zy7y JdolelH(OperD2, 9S-I FSEOCHLRE F9% Fo] 0.082
ek dl 9 ¥p= o] A RIS (ICR)E F25% o] 0.07°]31H.
Fax A9 479 ¥k 7H]3 XBoostE ©-8ste] 201748 5714 A
FARY dqEEds oA AAskA. ASR4Ee] ds B BdEdHle
221 MAPE(Mean Absolute Percentage Error) #to=2 ZAs5t3itt. MAPE
Gol Wess ool oknz d Astwsl wrha s,
100-MAPE gt o= gehzo] sjekgich

]

]_
Z1
£
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a5 A9 47 HEE XGboostE o]83%F 2017W 271 AFEAHA

dEmdo]l MAPE 2 21.89%% UeFHth. MAPE gro] eapH|&olng,
g% Az 100%014 21.89%5 M 78.11%°]ch. A WEE 7HA I o
Znds AARL mo] o= A (100-MAPE)7} 86.85%°1E=, 49| 4
N WSR AAR dERd] oS Ferrt dA MR AAT dESndE
oAE A= Ho 8.74% B W2 Zox e

ol F8E MEE Y HAREH A9 10E AT A=
XGBoostE o8& F7I19 AFAAY ASEDE A Hoivh 1 A

Z95% A9 17hY o A= AHSIE(100-MAPE)7L 79.67%, 49 278
82.15%, A9l 370 wl 78.87%, A 47/4Y w 78.11%, A 5L
71.60%, 491 6701Y o 83.41%, 491 THY o 83.20%, %l 8HY
84.35%, A9 OMY w 84.96%%, A% 10/ w 85.29%= iErith
A 107 Lufj7t 71 ot F71E A 111Y wieh A9 127] dufe] o=
s AR At A9 1170Y wi= 86.25%, 449 1270Y off 85.2%%
. ol AA H4E AL dERds AARE do 95 AHEn
(86.65%) Hrtt BT o} wre Zo= ehgrt

XGBoostZ ©]-&3t 20169 20178 71 ARLAAA dErdoi &
=5 B4 FaE A9 4 ASE AEshE <& 4-13)37 P

ox £ 2 &

(& 4-13) XGBoostE o|§% JZRUA| W3 FoT 9] 47

201649 3719 A diged 20174 3719 A ciged
1. miEAFYGoloE(0l/Rev) 1. iEAFYGoloE(Ol/Rev)
2. FYolel&=4(OperD 2. FYolel=4(OperD
3. YHLEd=FSE(OCPH 3. Y4Lsd=FSE(OCF)
4. EAM7AA 0| E O ASHDIffOrdil/UA) | 4. o]AEAHE]E (ICR)

(B 4-13)cA Hi Hpel Zo], XGBoosts olgste] AAIgH 201617}
20179 AFELe] Fak: g9 3 Hert 23, uwA Ul #isrt o2
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dehdth AEd FRE A9 44 W5 F ohEAGY0|dEOlRey), FHe]
224 (Operl), FYEEH T;Lif;—'@cm SR A0 o] MBHDIFfOrdil/UA)

L ol g AEeln, umwﬂgacm—g APz ABS} Aol 9L

O~
AN
ZaT A9 4715 713 XGBoostE o83t 2016W7} 2017¢ 2719 A
BARA dznd A% Byt Auts (3 4-14)8) 2 o2 ndlo] Asn
100-MAPE Zto =2 =A3s}ach

(E 4-14) XGBoostE °|-&3 S5 Aot (H 470 VS W A

20169 &7l AFAAY =52 20179 3710 AFARE 52d
A A (%) e A B (%)
S8 A9 4 84.50 o= A9 40 78.11
A 87.46 A 86.85

*HYE (%) © 100-MAPE, MAPE(Mean Absolute Percentage Error, & tH]-& 2 })

(B 4-1H0M He viep o], Fa= A9 4 ¥HeT 7L
XGBoostE ©l-&3F 201683 2017 37|19 AFAHIA 5229 o5 A
e A4 Mz A ARG 2F W UeRdnh ole A9l 4 e
o= 201749 719 AFAAEE AST & AT, WA BerR d53S
i 2ot OEﬂ °} Xé%}EE ol & e BollEn o A% T/t w2
Hes 2 UNE Adgde W o5 A==rt 7MY w24 ZokE Eart o
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4.3.3 LightGBM (Light Gradient Boosting Machine)

LightGBM2 ©]-83F 20163 20179 3719 ARARA d=mdo] A4
A P A= o2 Zh

LightGBME <A 4743+ Random Forest, XGBoost?t o] 2]
(Regression)2] FEf= o SE-S Aot Tt

LightGBM R oM sto]mut2ta] el (hyperparameter) & 42ttt T
AlelgolA stolmutetn|Egt St ZRAMAE AlZfs7] Ao A4 et
nje] zrolth, whH, t}2 mjetu|elo] FZEL TS Eof TEHECR0, nd
ot %W EHIAEo| Hagt Ak stolwutetn|E o] Ao wet detd 4
AtH(Claesen, Marc & Moor, 2015). LightGBMS ©|-83%t of|=rd HA Al
sto]mutetu] e (hyperparameter) = T2} o] A5t

‘task’: 'train’,
‘boosting_type: 'ghdt’,
‘objective: 'regression,
‘metric’: 'rmse’,
‘is_training_metric’: True,
‘numleaves’ : 20
‘learning_rate’: 0.05,
‘feature_fraction’: 0.9,
‘bagging_fraction’: 0.8,
‘bagging_freq’: 5,
‘min_data_in_leaf : 4

‘verbose’ : 10

20) &4 WIKIPEDIA. https://en.wikipedia.org/wiki/Hyperparameter_(machine_learning)
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7} ol wtetule|o] ojnji cheat e,

o task: train — train®] 7|EZro|th.

* boosting_type : gbdt — FAH(boosting) eIt ghdr= HE4<1 18H

AE BA" AXY E|(Gradient Boosting Decision Tree: GBDT)E 2Ju|3ic}.
objective: regression — regression®©] 7]EgZfo|t},

metric: rmse — 2@ =% 2EE RMSE(Root Mean Squared Error,
P AlEteh= A5k

is_training_metric: True — 2@ & A] =4 2|3 AFE oEE WSt
num_leaves : 20 - E@] RO B3-S Alojsk= T4 wifHol,
B2o=®, depth-wise EBJHH 2 A== AT o QAT olzfet &
gk AAlR F2] Ytk 1L o= Sk leaf-wise tree”l LA
Al 4=0] Qo] 5] 5hte] depth—-wisee Eg]HTt @R ¢ Z7] wjiZo|t},
A=A g2 Zols HAgE 72 4 Atk A num leavess 24
St €W max deapth®] AgHH HASr ot oE =

max_depth7} 791 depth-wise EZl= F2 AE = 4 AT

—_—

|o
o U
B TR )

num_leavesE 1277} AAsHH WAgRS Ao 4 Qth num leavesE 70
oA 80712 AT W depth-wiseEt}t o £2 FALLE I & U
learning_rate: 0.05 — ?F ¥ S5 wfjo] Sh5wh2 ofn[itt

feature fraction: 0.9 — Zr&H(column) MEHS T 429 tFdS
=49, 10] Z]ZgkelxT, di7l 0.7~0.9 Algo] dxt&o|rt,

bagging fraction: 0.8 — Z} ¥Hgol AL Hlo|H o] Hlg&S A A5ty o
dro=z o9 {58 Folil WA overfitting)= Tfot= H] ARt
bagging freq: 5 — iteration B FAo] SiFst= TlolEHE UHCIE &

AJAE AAs= Aot

N

min_data_in_leaf : 4 - Qo] T2 UFoAx }AHgS WFR|st= ufe
Q3 o7 WHSolnt, AR T ME Sof ot 2
verbose: 10 — &5 & &5+ B+E AAot= Aolth

21)

Z4 lightgbm.readthedocs.io/en/latest/Parameters—Tuning.html
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9]
7V A3E Aot AFEEE= evals_resultdl
verbose_eval2 1002 AT, o]AL Holx
a7, 1 gl Trueel 4% 7} dolealo] g
E] )3

o

s
1

=]
BE

2" dAofA

early_stopping_rounds AF&C =

verbose_eval n}z] gt
2 early_stopping_rounds 2} E
20163} 2017 F71) AFAAY dE52d
e 2aAt sl

29 o A

o

Metric during training

evals_result®

Al F- 2" (Boosting)
BE g8 ojg 3
/H7H:‘]- Iq-

5199

%S

[¢]

shuel 4% dolet
eval HE 2 o]

AN B7]H. TeF Aol BIE Ho|HAlS] eval HEEO] e

=]
7 B

Fog oA

175 A

150 1

125 1

100 A1
0.75 A

mse

0.50 A1
0.25 1

- frain
test

0.00 A1

-0.25 A

400 600
iteration

[1% 4-13] LightGBM2 ©]-83t 20164 o=md o]

200

- 93 .-

800 1000

sta@ol e RMSE



[13 4-13]0lA H+= Hie} Zo] &7 t|o|¥(train data)®] ool =of
drE GYodAFE Al RMSE(Root Mean Squared Error)gkol A& wot
A 400%] o] g Stg olF 79 0o 7HEA +Hste Aot HAE HolH
(test data)T= RMSEgte] Wobz] 1.0 FZolAf gro] wobtrt Wolx71&

gt 9 golHAle] ASEsl U £ H9ol sagolaty Ko,

olelet M-S ddstk= 7FE 7124 WHE S5 HlolHE ¢ @ol
FHoke Aolth. gF dHlolHr7 BE4E AA dHolHE & g o S
ol dAe Aol TS| A "ok & HAs Hao] JieE Eole
o] gt H49] 4E Zo] YAES] HiE Zdd, HLE Alojo Af
dol Sle AfE ol Ayt IAY Sk Utk ooz AHfs)
(Regularization)sh= Wi o] QlTh22),

Il

-

Light GBM2 ]85t 20179 371} AFAGA ASRdo staafel =t
£ RMSERoot Mean Squared Error, HdAlEZ22x) Hal J8iz= [O19
4-14]eF 2.

Metric during training

—— frain
test
S
10 4
b
E
0.5 1
0.0 1
0 200 400 600 800 1000

iteration

(73] 4-14] LightGBME o185 20174 ojZRele] shesafo] The RMSE

22) 4. https://docs.aws.amazon.com/ko_kr/machine-learning/latest/dg/model~fit-underfitting—vs—overfitting html
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[1% 4-16]o4 HE= Hiel o] 20164 d&ndy} e Jefj& HAdt
<9 HolE(train data)+= oF5F°]l E°ldS RMSERoot Mean Squared
Al WPobx ALy 0o 7MAA Fwote= el B HAE ¢

Fol A ghol 37 Uiy

Error)gfo]

JEl(test data)x= RMSEZIe] Yoty 1.2 AL

grEStet, npPd7Ex 2 3 (over—fitting) o 2Fal 2ok

Hel A Aap, 2 AFolA ARRE HlolEAle] R =+ LighgGBME

ol-gste] 719 AMFUAAAL ASEES AAsH= dl AfstA #42 Aoz
e T

ke
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4.3.4 DNN(Deep Neural Network, HZ41HT)

DNN(Deep Neural Network, HEAIEY) 7I¥H2 o3t 2016y} 2017
d 3719 AR ASREe] AA s diks ot Zh

Az 2016W@T 20179 F7|9 AFAAY dS2d Ao wHA &9
o|E|Al(train dataset)?} HIAE dHo]EAl(test dataset)= AF5HATE. DNN
e 517] A reshape o o]85te] ZHEHSO] HiES oA 2 FH
& WMLl reshape b= TlolEE WIASHA] &l Hido| MEE RS
Hofgit}2d), o]o] AAA (Scaling)S 83t 2AILH
S5= dAAe RPo=E nE Holgo A48 #HES H8ot
ZE ot 0, FAF 10o] HEE vt ypgo|nh. AAAY
Z2(overflow)t} HEZS(underflow)E =
d 24 5 AaANA A AN A F 5E
24,

2 Ao A= StandardScalerE &df dlolg Q] Hwto] 0, EEHAIIIT 1
o] HE= Hestirt. £ HolHE A= o= 5l fit F4E AMESt] B
RS AWl AE & transform & Aste] 9 Hlo[E el HAE
o8& Z+Z WEsttt. StandardScaler®t transformS F3F dlolg A7

Qe bt 2

<]
=]

M
i

~—

X _scaler = StandardScaler().fit(X_train)
X train_scaled = X scaler.transform(X_train)

X test_scaled = X scaler.transform(X_test)

d2id(Deep Learning) HAEZ(perceptron) 9ol #A4X mHAER =
(layer)& A2 F=7ksk= @Elolth o] S-5°] Algki(Keras) o4& Sequential
e 55 44 +AEE Sequential 45 model2 A5} =31 model.add2t

Lokl okt ARe Fol WSoldth W upXe Fo FuE Feshs

23) &4 SciPy.org, https://docs.scipy.org/doc/numpy/reference/generated/numpy.reshape.html
24) &4 Hlolg] Alo]odA A, https://datascienceschool.net/view—notebook/f43be7d6515b48c0beb909826993c856/
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= q%—(output layer)’o] H™, UHA= 25 “24F(hidden layer)’o] Hrt A
WA S0 A9, "UHS(nput layer) o]HA ‘25 (hidden layer)' o] Hg= A

A
ot 21*7—.}94 %%3— Dense &5 &l #A12e=z 1 +27F ZHHAHEHEZ,

DNN(Deep Neural Network)=

ool At (Keras) W71AE o] 5t
£ Fge et 2ok

=2
0|83t 2016 Sequential Zd-E T

umber_inputs = 27
3

number classes = 1

number_hidden

model.add(Dense(units = number_hidden, input_dim=number_inputs,

activation ='relu’)

model.add(Dense(units = 7, activation ='Trelu)

model.add(Dense(units = number classes, activation = 'linear’)

Sequential R & 370 Fo7 A5t WA Dense I4E 0|85
o] DNN(Deep Neural Netwrok) 24 3-(hidden layer)®] r=E(node) 370E Tt
1, input_dim= Fo 4 HolE 9] Mpe HHSO Hof sfstug 27
ME Aokt ol 27709 W& Hrol 24Y35:(hidden layer)@] 37 &2
Hlth= oujolt}, 2Y3(hidden layer)9] 7} B 27709 oF Fo=HH
019]Q 7]—%—;2]—3— 73 2 rER2 HEEo] &3 activation) TS whdrh

gt 8 AX Ay g2 95 (output lyaer) 02 HIHTE A H
Z %—94 —a’b@r e relu= A relus YEEo] 02 dod I 4

=9otal, JEgto] 0 olsteold 02 &2ste T4E Yt
T A =& 24Y=(hidden layer)d] =EE 7/} WwEL, S5} T
sttt wpxek Q1 Al HA S &S (output layer)
== stu= AoiA HojFof stR=, =25 (output layer)9] &
+ Ufolth mR7tA] =, o] koA 4 g JA| A dE AA 2T
=9 o= yetop gt 3] (regression)d] EEo|A= A3 (linear) 47t

H.I
‘

lo ol
E
ol
o
)
=
o,
=
f
2
o
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B Axgglolng, B Aot A 4s B45 few s
olgA WEold BHL summary F5E BY Ure] Z 2AES A
2 ootk O Pels T2 UERfE (E 4-15)9 2

(E 4-15) DNN= o]83%t 2016 Sequential & Y& F AE
Layer (type) Output shape Param #

dense (Dense) (None, 3) 84

dense_1 (Dense) (None, 7) 28

dense 2 (Dense) (None, 1) 8

Total params: 120
Trainable params: 120

Non-trainable params: 0

k557l A Aok (compile)
= (o]

= I o
= =] = .E
o7 IdE 4 A A8 717 AL AAS Eof. AAT FH

model.compile(loss = 'mean_squared_error’,

optimizer = 'adam’ , metrics =['mse’])

HA  @xHerror) 5 AAdFEL, 2 dFoAMe HoaAFLAR]
MSE(Mean Squared Error)& AH&otSict. olo] X&3H optimizer)E {5l of
Fladam)g AHESIAT. o2 24 AW(metrics) T4 wlo] Autel
(compile)® W 2 5o ATES vpebdth 24 X E(metrics) T4 A3t

2 Z357] 96 AR HAE MBS s AN AADORA

g over—fitting)& A FHEH =2, 2017).

=202 fit g¢E oldote HEZ ShEAIZTE WA &H HolH
X_train_scaled, y_train)& A&t 2 AFoAE= SHHES HlojlHE &
AL (scaling)S &l o] 0, EFHA7} 10] HEE WA

- 08 -



st T2A|lAYF RE AEe s & ¥ APEE 2L 1 epochehl
. epochE 100022 ¥Oom 7t MZo] AgHel B2 1008 A&
o) e wrEstehs Eolch(xEle, 2017). £ A7

7] 9ol A A% vte] gElstglrh shuffle 5

X
rr
e o

Mo 1o |l
>
X

2
R
=)

ol
)
o M A mlo m pok

AL B4 olNBHEE, 2019) verbosel St & ZFHE BIE
Aole Aot FuE L=EE(Jupyter Notebook) A& Alofl= verboseS
2 A5t A9 2 (progress bar)7F 4o A] SEE A2,

=

gl ok Ay, oo fitt fast e X XSkl ol & A
A ARERE Hloly 7t Ag o= QIsf uERd At (over—fitting) A4
B3tk epoch, & o5 ZEA|A BE AEC] dis] o W A= 5
o @& @t MSE(Mean Squared Error, Hw At expe] #al T
= [28 4-15]¢F 2t

o
>

Metric during training

— frain
test

mse
&8

20 1

10 1

0 100 200 300 400 500
epoch

[C19 4-15] DNN& ©]-83F 20168 o Z2H ] epocho] w-& MSE

25) 4. HloJe Alo]ddA AF. https://datascienceschool.net/view—notebook/51e147088d4 74fe 1bf326394394eaea7/
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[19] 4-15]e14 Hi= BRel Zo] = flo]gM(train dataset)y} HIAE H|
o]EAl(test dataset) 5 epoch(8ts ZRANAZF HE MEZo] thof] 5 W1 A
Px= 347 5old4S MSE(Mean Squared Error, Hdthexh7t 54
5] Yolzgy & t} AATE gro] AASE ghof| o2 A" Holtk shA|gL
ojn] & Hlo|gAle] MSE ko] A9 0of 7p7to] 4=Astal lo] ol= At
(over—fitting) JHI= &t &, = Ho|HAl ¢toli= dA 75 o9 A=
AL E HolAgh, AA| M= HolE e 8ot & 27 =t Aotk

AT ShsollA ShsAlACE & Relo] mhetn| S (parameters)of| HIS H|o]
o] 471 FEsh] o2 e AETE A7 EAdT(Srivastava et al.,
2014). wioll ¥HAeta WAk 9fsi L1t L2 A4s}, =&ok(dropout),
data augmentation, early stopping 52 7| ARgstil, HESQT Afo]2E
Zo|AY g5E(learning rate)S WEFE= HHo] HEHo| g(Nowlan &

Hinton, 1992; Srivastava et al., 2014; Goodfellow, Bengio & Courville, 2016).

sl

SEAIEE olzlRt W Eo] HATS WAL o= JAN, dWet e &
BAE e Qo HESHAY Ao]2E Eole A EJt HARts UAE 4
UAITE dute}t a2 FIAE 4 iotRAl, 2019). AR =AE si4E
She 7P durdl e sjaALe sk HolHE F7HA7IE Aolth 14
g 2Ale ABY Aol T3 FEoR AL o] AE sidstr] %
W2 A7F AREAL AT (a2t 2018)

DNN(Deep Neural Network)s o]-&ste] 20174 Sequential nd Eot
= 20169 Ayt vpEdrtz]|2 20179 Sequential R T F 3709 &

o7 AAstelct. A WA T2 49 dlolHe FUsH —E&%%#J o] ol
Fol= 2770 AAst, 245 (hidden layer)® k:Z(node) 37HE W&,
2435 d5e FYSM reluz AASHAIT T WA S 245 (hidden
layer)®] LEE T/ RHEL, B3} 4= FYSHA relu2 Al Bt
F=(output layer)] LCx 17|12 AAsty, npri= A3

)
=)
IN

Flo

e

[e)
(linear) -5 &3t otr= Ao o]EA whEojd P2 summary
= DNNZ o83t 20179 Sequential 2@ W{Ho] & 2|AES HAHE &
Atk 1 FHIE B2 UEE (E 4-16)7 A
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E 4-16) DNNZ& o]83F 20179d Sequential Z&o] Y7 ZF 2AE
Layer (type) Output shape Param #

dense (Dense) (None, 3) 84

dense_1 (Dense) (None, 7) 28

dense_2 (Dense) (None, 1) 8

Total params: 120
Trainable params: 120

Non-trainable params: 0

o|% 2016\ el AAet FASH 20179 I AFAHAE 5nd

AN E Hutd(compile) &5 &t B AL, fit g5 o485t

=
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Metric during training

60 4 — frain
test
50-
o] |
. l
2301 |
1
2041 |
|
10 - "
O- - J
0 100 200 300 400 500

epoch

[1% 4-16] DNN-& o]&3%t 20179 | &R epochol] w-& MSE

[19 4-1]o14 He= AAE & dlol8M(train dataset) = H|AE ©]o]
E{ Al (test dataset)= epoch7} dut = z] ¢rol MSE gte]l &2435] Yotz &
A f|o]E]Al(train dataset) ¥t EHIAE djo]E]All(test dataset) 25F epoch H5F
MSE(Mean Squared Error, HaAlF22b) gtol 0o 718 & sk, &
glolgjAle] 0ol 77ke] 4=dsh= A A7 A e(over—fitting) Flrtal &
ot &, &9 HlolE 9 StEA| A7t A9 el JHEA BAE AN, AA
tlolE o= 7t ol
nd AA Ay Light GBMY opxbriz 2 &

47 2 Aol gojy Fuz
O X

f
DNN2 o]-&e 3719 AFAAY A5 Bds dAsks ol AedstA] &

Aow vt

Mo rr
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44 NZ29 47 A% Hm

2 AFo A Random Forest, XGboost, LightGBRM, DNN 47}2] 7]¥H-&
ol-g3t dESrd AA Advte v Erh 4744 7I¥ S Random Forest,
XGboost & 7|§S o]&sto] 2016W 20179 3719 ARAAA oS
= AASHAA, == S AAGT Blusty] A5 4 AT W
LightGBM¥} DNN & 7|2 37|19 7184 A5nd AAshH=t 4
oz 2 Zo® UERTh ol= dHolH 47t A3o=® QI yEhd 4
(over—fitting) @402 HIth
M2z Random Forest, XGboostZ|f<& ©o]&3st 20169} 2017¢9 &7
AFANG Asrde] 45 B7HE FdotH (F 4-17D3 aoh

r°l‘

oo o

o
i

H 4-17) Random Forest?} XGboostE ©]835t o=nd o] o= o3}

201649 3719 ARAHA d52d | 20179 3719 ARAHA d5nd

=]

T MAE | MSE | RMSE | MAPE | MAE | MSE | RMSE | MAPE
Random | 035 | (950 | 0989 | 13.05% | 0.932 | 1.592 | 1.261 | 15.79%
Forest

XGboost | 0.800 0.858 0.926 | 12.54% | 0.800 1.121 1.058 | 13.14%

*MAE : Mean Absolute Error, Ha&d] 2}

*MSE : Mean Squared Frror, A5}

*RMSE : Root Mean Squared Error, B AlE3-L24}

*MAPE : Mean Absolute Percentage Error, HwZAtiH|&-22}

® 41D Axd AF 2d AsS AHEY, & o]&sto] AAkjt
5719 AFAAE dsRd 2F 2016W0] Hls| 201799] A= 2xFgho]
ok Zog Uehdth @F gho] Ath= o= oS Aet=rt Hollith=

m w2t Random Forest?t XGBoostE ©]&3t ¢& nd nf
Al 201792 A% AgErt dojAls Alw uEEH. olet Z2
kA A3t viel o] 20179 AE wAe] 9oz reoltt 20174d
% BFlAZg oldh vhd ARy oke gy, 20179 59 Exjl HEI}

bl
ZHstHA A S Alg] Hulo] we W3lsl 9l E5| 201749 AAHe

i

0|
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2o AW YR JFor IxAYFA 9 oA B 371 ATt
4 oiH] 2017de] 2-37 €oldl Ze=m uEhdH. KJY
Score FHo] 11HYES A of 2-3-& & Holty, E3F 2670 3714
KJY Score B A4 EJF 2016 7.317801A 20179 6.628H & °F 0.74
o] Holz WA, 2012 B THHE FAIstA KJY ScoreZt 2017 A2
= B 6= "ojFlh olzlet ¥d= 7|E HolHE % A5 AgEE
dojzg= Q9o d 4 Stk
ndd o5 452 AMHEH, XGBoostE o|-8ste] AARE F71Y AF
1744 ofl5ndo] 4d5o] Random Forestg ©]-&ste] AASH o SndEt
o F2 ez UHEH & 95 A9 9 52 Ao= yehth
(E 4-17>°14 MAPE(Mean Absolute Percentage Error, v A thH]-& 22}
e AEE™ 2016 Random Forest BREe] MAPE ZH2 13.05%<214),
XGBoost 2&9] MAPE Zh2 12.54%= 0.51% © 4okrh 201739 Zet
Random Forest 2&l2] MAPE Zt& 15.79%%1H], XGBoost 2d°] MAPE
A2 13.14%= 2.6% H 2 =, XGBoostE ol-§sto] HAA 5719 Al
AR dE5Rdo] o A7t Random ForestE o]-goto] AA1SE o=
Hdo] o JAgLE ¢ Eotil & 4 QU
o]2qt A¥}= Random Forest?} XGBoost®] EZE 45kl
ztol2 Qlgtoltt, Random Forest+= Hi7(Bagging), ¥ B¢ F&9I
HBootstrap) HACZ FHEZ oy AAst] ZF 44 E
st 11 AE Fetoks FElolth Ao Y= st A4 Ef 1F
Qa7F Fole WAot(sHAlZ, 2017: ©|FH,
2019). ol ®Fa XGBoost= ©|d EoA €2 FH= o3 EZE A4t
=l &8sto] ofRt AAlol 7HEAE Folste] At AR HSAZ|HA @
AHE s Yok TRt ohefulE = XARF max_depth7hx] ZI9ieh & &4
Sr(loss function)ol A 7ol LA ol & v A9 dWgoe= 7127
7] 1Hg& Adste] Eg] 7t RS JoHste] @AE Fo EF 7HE B
dofA S 5 e JAd ZAE A2, 2017). o]2’t olf=

XGBRoost7} Random Forest2th o= A7}t o =& zZloz aajA 9t

m ol

o

=2

m >

oo
|
|m

o
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2,
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o
4
2
£
¥
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Random Forest?} XGBoostE ©|-835t 2016W} 2017dH 719 AFAA
A dEnde] M4 FaT s Fo|l B [I1 4-17]3 Zoh

Variable Importances Variable Importances
-
[T U a1
o o
= | =
n o .
= = i
o (=]
o, O s
I-ll - l-II -I.ll Il I-ll nll .l--l-“ I
Fil10°¢; “yregEE 13 A
Variable : Variable
Random ForestE o|-&35}o] AAgH Random ForestE ©]-&35to] AAgH
20169 F719 AFHANG ASFED] My TR 20179 3719 AFANG ASEEY] He FoE
Variable Importances Variable Importances
020 0175
0150
01s
@ g 0125
4 5
§_ L E_ 0100
0075
E E
== 0050 I
0025
o0 I-ll I I Inll.lllnl-l"l - || []] I LTI lIl- Il II
Eg<T 22 vm""‘:--—nﬂn: &ﬂﬂgﬂr-z'—-——l'c_n-iq:ft b= =T u: Egncgwq»— Fr s -
S g LT H o S
Uc < é b Ci = (=1 =] 5§8§ T g (=] -u-ga
b » (-] Sg £ & W a8 Sg
-] &
Variable Variable
XGBoostg o]-gate] AAg XGBoostE o]-g3te] AR
2016 5719 ARAAY S W Faw 20179 3719 AU SR Ws FaE

[18 4-17] Random forest®} XGBoostS ©1-83+ 5719 AFAAA SHE My ST T

18 417194 2 A4, 20 EE A5 80y Fan o
2~ o

£
=2
o
2
o
N
=
0,
rlr
A
r
O
fr
ot
ro,
ol|
_{
30,
(v
()
S
(@)Y
A
i
N
o
-
1L
re,
H’]
i

- Xt i}o]ﬂ 9}1]?1', Random Forest A4 2492
Ao HBHDIffOrdil/UA)S] M4y T8T7F 7FY =2 M-S ¢
™, XGBoost?] A% #= &I Hole&(Ol/Rev Q57 7}

Aree o 4 a

lo ©° &
H 32 o

E
o{x
o

rlo
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o] Zo]A Random Forest®} XGBoostE ©]-83%F 2016@1 20179 57|
A AQRAHAY AdsndoA TE2dH Hy FaT A9 Ml HEE AYsiH
(E 4-18)1} Zr}.

{(E 4-18) Random Forest?} XGBoostE ©]83t d&REe] By Q% AR 47)
20164 3719 AR olesnd 20174 3719 AR olesnd
1. SIS HSHDIffOrdil/UA) | 1. EAAA ol &S DiffOrdil/UA)
Random | 2. mfEeieieio]elE(Ol/Rev) 2. FolelA(Operl)
Forest | 3 .M}E ol lEHSKDIffOl/Rev) 3. mEgd o]l E(Ol/Rev)
4, J%Jo]elA)Oper]) 4, T3¢0 lEHEHDIffOl/Rev)
1. vfERG Yol = Ol/Rev) 1. vfEARGHo] = Ol/Rev)
. 2. °§%“_’M?§(_Operl) 2. Golel=A(Operl)
3, FALFIZTEOCE) 3. YELEFZSE(OCEH
4, ZA o1 A HSHDIffOrdil/UA) | 4. oJAEARMRE (ICR)

H 4-18)94 HE vHFe} ZFo] Random ForestS ©]-&35te] AASH 2016

|t 20179 ASRAS He ST AdF 9o Zolrt o A9 47
HrE 2ttt XGBoostE ©]-8ste] AAIgH 2016W3 20179 o =rdlo]
B W FoE A 3A7F AL, UHA] ) W7 hEA UEig . A
Ao g dSHE A My FRE A9 Hee HBHESE A5 4 e
Fo Herh "Hel 2 dFME S8k o] B2 Hee 3719 AFdd
A= dST & Qe T2 Mt J2da & 5 o

He F8T A9 4789 AA H4-E 7FA 2 Random Foreset®t XGBoost
£ ol8’t 2016¥ 20179 3714 AFHAAE ASkd s Bt A=
(B 4-19)¢} g}, o= Rdo] 8= 100-MAPE grez SA5k3.
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(& 4-19 Random Forest®} XGBoostE o183t o5 et (H 47 VS = Z4A4)

20169 3719 AFAHA dasnd 20179 3719 A dEad
M Tl Ao (%) Hy Tl A% (%)
Random | W S8% A9 474 87.65 Hae ST A9 470 81.90
Forest A 2770 86.95 A 274 84.21
He S35 A9 470 84.50 W 2 Q1T AFOl 47 78.11
XGBoost - -
A 2770 87.46 A 277 86.85

*SE (%) © 100-MAPE, MAPE(Mean Absolute Percentage Error, & tu]-& 22}

(E 4-194 H+= ZAA-H, 85 A% 41 ¥+E 7F¥3 Random
Forest?} XGboost= AARF 371 7044 B o= AHee+ A4
HPE 7R3 AR BE9] oS AL} Aol Hlh 47] Wt 717
1 Random Forest® ©]-83t 2016 F7|9 AFAHAE AS=ET AA H
TE 7 AAG ASRdEGg 95 Azt o 52 AoE UEyW
%, Ml BgE A9 d5RdEY A5 Aghs 87.65%%1, HA HEE

Zndlo] o= FIx 86.95%Fch ol Ait= A9l 47 ®wigTt
2016 3714 AFAHES dSste dl 7-83 237 25 onRith
370 mEle A7) B2 AAG B4l o5 AHetert A
AAG RdRTh o2 Agrrct ot Ukt olelgt Ay}
Aste Wt steete A9 4] Hatter 3719 A
T P e AY WLz =P R o=
4 Fart ek ol"d A FREF B2 HE

]

K}
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& AFNME 7ol E mal el dist ¥l G55t AldA 4

Ae WHES E*ﬂﬁﬁiil} SHATh.
2 AFoA 3719 AFARA dERd d5EA dies va g
A o= Bl AA A, 4714 w2 718 F Random Forest®}

XGboost 27F2] 71H-& o]gste] 3719 AFd4d ks

AEnds Fof TEH ST AAGS sty J3E & AUTh
st U2 2742 719 el LightGBM¥} DNN :—% slAE dEEES

THEZ] Eotct. BE sk Aul, 2 A9] fo

3 4 9 e

& AT §EsH e Aow FAH ol st tolEE YT e}
A staste BT @ fRe oz yehgtt 2 dolge] 4t Aok
Y 7147k st dolElE 7o) o elgual st dlolEel telis o5t
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el oS AL E AdWEY, 5 Rd o A oF 85% o] d=
Ao s B} shATE XGBoost”t Random ForestHth @} Zho] wro} o
5 AgE7 H 52 AR UERHH ]L EY & H}”—J Zfol = 9_]@0]
t}. XGBoost= oFgt ¥l 7MEA& SHAY HeF 7117
Zggor EF 7F rdZ ”iig‘rﬁ]@] Q2= &9 Random Forestoﬂf\ﬂ
e = Q= e (over—fitting) EAIE sliAsH7] wj&oltt.
A l:ﬂ-;(—]o].o:] oJubx o 2 Jq/\] HAHY 7]340] ]7301
ANE Yepdleh shARE 241 719
3 FHMME Z1he FRY 7]%0]
Heo] 2R 71ddol 7HA e
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AE7L E®st 2
AA| 20174 AHXJEPJ g A dao] oz d=Ad=FAL 9 9
Uz B 27 At ARAAAGAZ KJY ScoreZt 2-37 "o A
o2 e KJY Score®] FHol 114
of. E3F 2670 3719 KJY Score Bt Ao E9F 2016W 7.31-A4 2017
W 6.62802 oF 0.780] WojxWA, 2012¢ By 7THHE FASHE KJY
ScoreZ} 2017d Ao = Hit 6F= HolHith.
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f5A

75524t

437

AAAEA

8,658,040,826,789

8,658,040,826,789

37,139,439,444,281

40,042,003,026,119

19,708,526,040,826

19,708,526,040,826

181,788,914,780,669

177,837,042,097,255

592,945,210,582

592,945,210,582

12,356,809,907,459

10,952,038,497,514

2017

774,804,082,429

774,804,082,429

4,564,559,499,697

4,432,613,876,121

2017

209,810,178,096

209,810,178,096

5,645,707,829,201

5,620,436,304,404

2017

55,360,768,050

55,360,768,050

2,904,331,325,510

2,845,408,997,022

2017

162,593,501,246

162,593,501,246

391,165,581,028

387,633,623,093

2017

780,782,320,317

780,782,320,317

1,402,082,990,383

1,386,501,221,138

2017

651,463,409,988

651,463,409,988

2,602,153,545,640

2,528,907,311,873

2017

529,880,177,309

529,880,177,309

4,151,834,734,663

4,365,775,105,846

2017

218,165,208,492

218,165,208,492

799,242,644,434

734,126,655,478

2017

1,609,241,901,188

1,609,241,901,188

19,492,001,642,355

22,067,195,680,615

2017

446,926,242,920

446,926,242,920

5,721,590,908,623

5,133,804,856,969

2017

0

0

6,690,084,377,021

6,348,880,887,819

2017

579,780,516,507

579,780,516,507

1,358,388,570,100

1,152,987,028,306

2017

122,896,083,078

122,896,083,078

248,358,124,552

243,005,163,897

2017

946,221,851,264

946,221,851,264

61,089,747,798,848

59,582,562,057,520

2017

6,422,010,201,048

6,422,010,201,048

20,867,295,406,528

20,299,429,822,127

2017

1,096,123,085,951

1,096,123,085,951

19,878,343,051,393

18,512,929,447,331

2017

86,772,415,395,418

86,772,415,395,418

173,682,867,490,288

172,321,732,989,915

2017

6,063,171,372,829

6,063,171,372,829

55,232,689,988,427

53,022,477,381,617

2017

1,541,010,532,246

1,541,010,532,246

10,031,379,745,489

9,877,452,174,949

2017

1,216,142,619,023

1,216,142,619,023

10,249,534,235,636

9,442,509,349,242

2017

1,174,858,725,055

1,174,858,725,055

9,628,670,614,412

9,793,102,628,861

2017

1,256,549,224,591

1,256,549,224,591

10,026,394,288,040

10,065,791,494,126

2017

993,868,813,403

993,868,813,403

8,926,565,686,345

9,045,177,460,945
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5719 AFAHAY A5EE AA AR} 7Y AFAR ARZE (2/10)

AR\ A2

A7 5A

AALF

A7 A=

42,385,339,683,322

6,590,430,029,281

5,556,281,611,466

162,507,930,130

420,679,520,566

175,257,358,220,650

23,424,281,129,279

24,739,225,543,985

2,455,736,763,868

1,799,750,259,020

9,437,511,842,402

1,307,653,463,904

701,725,442,511

90,000,000,000

146,028,400,000

4,336,744,531,024 245,446,430,170 201,315,564,445 0 0
5,542,322,139,855 346,231,955,339 226,133,412,551 0 0
2,801,627,642,953 72,478,452,451 27,592,590,030 0 0

378,887,706,402 40,026,454,087 43,397,335,763 25,177,900,000 25,076,375,000

1,345,327,073,180

198,433,843,725

209,565,680,539

85,694,444,389

85,500,000,000

2,506,632,106,846

82,032,123,528

72,329,261,775

0

0

4,687,481,355,394

879,720,688,138

575,688,755,932

782,244,079,331

615,992,576,588

730,323,102,438

1,000,397,636,698

1,244,490,395,181

550,702,067,000

200,812,602,000

23,205,165,061,026

4,251,081,769,506

4,432,721,060,630

1,035,264,579,008

1,096,273,083,249

4,843,831,863,638

971,673,870,522

756,492,467,126

0

0

5,579,794,342,614

0

0

1,041,800,551,220

171,253,665,311

125,564,072,822

301,404,344,759

332,485,959,083

233,369,234,639

24,481,833,790

26,067,050,283

0

0

57,605,701,102,895

3,739,537,081,919

4,653,532,083,386

600,000,000,000

400,000,000,000

19,550,638,906,238

3,056,094,914,289

3,154,565,108,171

344,324,609,371

408,438,471,607

18,198,705,287,676

2,854,490,504,908

2,908,664,022,494

61,000,000,000

116,000,000,000

169,889,480,479,777

52,901,712,998,278

51,744,728,893,467

31,743,990,400,453

31,175,248,273,323

51,252,786,827,890

2,733,904,020,159

3,188,161,666,294

183,647,813,900

208,084,973,900

9,387,857,507,444

1,745,450,629,292

1,529,614,548,378

171,856,198,000

147,201,834,800

8,114,548,381,983

1,246,420,460,620

1,088,862,370,455

251,158,251,806

264,714,071,255

9,207,872,135,261

1,297,360,718,281

1,650,500,555,179

1,548,130,000

2,059,440,000

9,260,455,052,327

1,516,266,913,909

1,489,552,977,019

288,747,521,496

191,984,950,000

8,880,573,960,785

1,422,373,825,129

,752,093,005,599

78,330,206,046

61,646,795,379
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18,580,960,200,000

21,152,023,000,000

22,172,305,487,411

21,108,115,739,226

1,033,936,616,381

43,270,824,912,572

43,012,959,503,373

59,814,861,528,069

60,190,384,637,354

4,953,152,072,485

1,710,000,000,000

1,760,000,000,000

2,499,104,360,348

2,241,343,498,014

1,464,147,417,430

0

0

883,195,784,876

830,296,699,245

227,327,507,901

1,420,000,000,000 1,550,000,000,000 341,417,665,835 350,270,814,962 142,489,779,412
670,000,000,000 670,000,000,000 147,646,931,868 136,456,452,480 35,002,453,961
0 0 484,874,566,365 469,921,936,716 13,061,508,858

0 0 732,967,476,061 779,874,197,596 66,045,934,598

0 0 7,844,702,102,459 7,789,790,982,992 207,745,698,525

3,661,867,000,000

3,792,723,000,000

722,869,431,304

330,481,001,748

-178,697,900,422

170,000,000,000

170,000,000,000

138,127,130,669

154,958,514,051

-51,381,784,077

9,044,863,282,692

10,289,014,350,237

2,312,485,962,183

2,430,397,594,201

175,871,217,525

2,160,000,000,000

1,920,000,000,000

1,834,422,361,734

1,719,867,257,811

119,796,039,704

0 0
0 0 728,147,740,884 649,908,399,552 211,283,385,700
0 0 142,737,635,834 141,687,604,975 11,311,725,583

22,032,663,560,000

21,610,256,290,000

8,059,818,660,507

8,159,035,729,436

971,591,524,027

9,937,819,000,000

9,802,014,500,000

3,375,560,292,357

3,618,084,599,554

427,716,418,374

10,317,932,870,000

9,560,429,700,000

5,786,708,745,152

5,693,642,953,998

-469,912,245,057

31,749,795,900,000

37,554,697,900,000

23,559,413,323,511

22,967,747,894,973

3,001,428,509,373

7,523,510,000,000

7,872,525,000,000

9,510,942,713,097

11,277,136,267,254

1,397,225,114,351

2,372,847,000,000

2,635,116,250,000

5,399,328,370,684

5,101,915,297,329

270,650,199,908

4,472,465,000,000

3,975,100,000,000

4,260,671,763,481

3,817,348,716,424

4,110,364,000,000

3,933,066,000,000

4,222,449,292,599

4,179,781,770,903

361,484,381,350

3,590,000,000,000

3,822,550,000,000

4,495,818,426,123

4,218,813,486,696

266,211,563,818

2,381,400,000,000

2,378,500,000,000

4,669,824,083,859

4,247,375,220,251

422,570,095,071
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998,213,959,705

12,001,599,476,721

1,308,077,332,539

235,880,215,999

178,123,058,879

32,988,225,727

9,024,635,774

100,954,501,359

204,091,207,304

-313,589,053,156

-46,827,763,123

-232,303,286,723

161,656,016,220

817,194,736,394 875,499,879,733 675,229,703,542 523,804,441,901

143,911,359,876

17,454,674,657

725,488,814,667

364,099,428,162

121,583,845,145

3,175,696,174,276

3,847,243,089,524

834,055,677,549

195,607,504,087 520,442,908,201

588,660,923,319

603,371,690,230

672,116,947,597
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371491 -1,699,967,754,661 -1,071,199,534,328 829,544,824,571 0 2,507,597,962,189
71902 156,626,577,598 70,498,260,427 1,789,552,030,253 17,002,149,854 11,249,893,861,796
7143 42,514,125,425 -2,469,607,415 26,678,650,311 0 1,593,522,809,158
5714 13,226,255,050 -488,753,828 0 0 262,376,931,750
37145 0 0 46,238,339,230 0 172,213,736,414
7146 8,762,595,682 751,704,171 20,509,466,981 0 44,073,047,925
27147 376,447,599 470,128,362 1,273,127,312 0 31,049,467,622
71918 18,184,971,412 4,481,700,199 1,720,990,314 0 63,972,500,476
37149 —-1,634,073,148 -3,185,749,515 0 0 232,304,421,065
71410 -145,035,259,880 -562,579,393,904 2,557,645,233 77,250,379,073 -144,064,280,538
2719411 832,145,609 1,691,520,240 30,548,346,360 33,720,000,000 -126,502,777,225
3719412 —463,149,783,883 —422,718,977,974 401,018,824,688 88,013,000,000 695,382,273,517
3719413 3,448,923,923 8,311,193,660 44,925,121,720 0 445,412,084,951
719914 650,530 -961,458 4,897,147,763 0 221,154,465,625
71415 1,517,533,117 114,989,017 13,651,784,614 0 241,832,213,422
371416 178,526,125 -358,116,739 0 0 6,020,177,484
71417 -11,034,660,359 299,023,697,290 798,367,840,990 1,360,596,000,000 1,829,983,809,690
71418 -1,889,366,066 —143,011,413,145 262,545,872,445 14,427,155,200 220,497,767,843
3719419 -140,271,290,846 56,298,826,624 392,321,139,493 142,306,955,000 508,777,866,527
5719120 -3,851,803,059 -23,809,656,227 139,035,425,449 1,351,362,935,000 11,556,590,089,939
71421 10,300,303,507 11,607,736,495 496,270,879,479 22,305,774 2,312,082,495,163
2719422 18,716,240,790 -2,754,087,545 91,797,388,983 1,890,326,026 527,514,547,216
719923 -10,429,242,086 -4,994,943,006 76,124,048,879 0 474,128,981,597
71924 -9,350,718,831 4,814,609,628 122,358,908,403 0 583,115,968,891
3719425 -10,244,060,609 -17,893,318,598 112,167,331,782 0 654,742,307,394
5719126 1,712,124,678 -10,671,100,075 99,135,172,702 0 558,862,005,767
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18,743,468,130,130

21,572,7702,520,566

-666,031,138,280

—72,985,574,623

38,590,721,235,200

45,726,561,676,440

44,812,709,762,393

5,109,778,650,083

12,072,097,737,148

179,812,978,438,962

1,800,000,000,000

1,906,028,400,000

1,506,661,542,855

1,305,607,725,124

11,654,424,202,487

0

0

240,553,762,951

235,391,462,171

4,498,586,687,909

1,420,000,000,000

1,550,000,000,000

142,489,779,412

178,123,058,879

5,633,072,066,803

670,000,000,000

670,000,000,000

43,765,049,643

33,739,929,898

2,874,870,161,266

25,177,900,000

25,076,375,000

13,437,956,457

9,494,764,136

389,399,602,061

85,694,444,389

85,500,000,000

84,230,906,010

105,436,201,558

1,394,292,105,761

0

0

206,111,625,377

200,905,457,789

2,565,530,428,757

4,444,111,079,331

4,408,715,576,588

323,733,160,302

-876,168,447,060

4,258,804,920,255

720,702,067,000

370,812,602,000

—50,549,638,468

—45,136,242,883

766,684,649,956

10,080,127,861,700

11,385,287,433,486

—287,278,566,358

—655,022,264,697

20,779,598,661,485

2,160,000,000,000

1,920,000,000,000

123,244,963,627

169,967,209,880

5,427,697,882,796

0

0

675,230,354,072

523,803,480,443

6,519,482,632,420

301,404,344,759

32,485,959,083

212,800,918,817

144,026,348,893

1,255,687,799,203

0

0

11,490,251,708

17,096,557,918

245,681,644,225

2,632,663,560,000

22,010,256,290,000

960,556,863,668

1,024,512,511,957

60,336,154,928,184

10,282,143,609,371

10,210,452,971,607

425,827,052,308

221,088,015,017

20,583,362,614,328

10,378,932,870,000

9,676,429,700,000

-610,183,535,903

177,882,671,769

19,195,636,249,362

63,493,786,300,453

68,729,946,173,323

2,997,576,706,314

3,151,886,518,049

173,002,300,240,101

7,707,157,813,900

8,080,609,973,900

1,407,525,417,858

3,858,850,826,019

54,127,583,685,022

2,544,703,198,000

2,782,318,084,800

289,366,440,698

831,301,590,004

9,954,415,960,219

4,723,623,251,806

4,239,814,071,255

185,178,262,001

515,447,965,195

9,846,021,792,439

4,111,912,130,000

3,935,125,440,000

352,133,662,519

593,475,532,947

9,710,886,621,637

3,878,747,521,496

4,014,534,950,000

255,967,503,209

585,478,371,632

10,046,092,891,083

2,459,730,206,046

2,440,146,795,379

424,282,219,749

661,445,847,522

8,985,871,573,645
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41,213,671,354,721 -0.017258841 -0.001770907 -0.015487935 0.064979298
176,547,200,158,952 0.028417185 0.068378868 -0.039961683 0.062564415

10,194,775,169,958

0.129278076

0.128066358

0.001211719

0.136731149

4,384,679,203,573 0.053473186 0.053684991 -0.000211805 0.058324303
5,581,379,222,130 0.025295217 0.031913807 -0.006618590 0.030571904
2,823,518,319,988 0.015223313 0.011949605 0.003273708 0.015330448
383,260,664,748 0.034509425 0.024773646 0.009735779 0.079736773
1,365,914,147,159 0.060411234 0.077190943 -0.016779710 0.045881706
2,517,769,709,360 0.080338796 0.079795009 0.000543786 0.090548301
4,526,628,230,620 -0.076015024 -0.193558738 0.117543713 -0.033827396
732,224,878,958 -0.065932764 -0.061642597 -0.004290168 -0.164999752
22,636,180,370,821 -0.013825030 -0.028936961 0.015111931 0.033464663
4,988,818,360,304 0.022706673 0.034069633 -0.011362959 0.082062800
5,964,337,615,217 0.103571156 0.087822574 0.015748582 0.033922088

1,097,393,789,763

0.169469608

0.131243998

0.038225609

0.192589443

238,187,199,268 0.046768865 0.071777820 -0.025008955 0.024503978
58,594,131,580,208 0.015920087 0.017484900 -0.001564812 0.030329805
19,925,034,364,183 0.020687925 0.011095992 0.009591933 0.010712427
18,355,817,367,504 -0.031787617 0.009690806 -0.041478424 0.026504871

171,105,606,734,846 0.017326803 0.018420709 -0.001093906 0.066800211
52,137,632,104,754 0.026003847 0.074012775 -0.048008928 0.042715420
9,632,654,841,197 0.029069153 0.086300361 -0.057231208 0.052993018
8,778,528,865,613 0.018807419 0.058716896 -0.039909476 0.048154371
9,500,487,382,061 0.036261742 0.062467904 -0.026206162 0.060047655
9,663,123,273,227 0.025479309 0.060588937 -0.035109629 0.065173826
8,962,875,710,865 0.047216591 0.073798396 -0.026581805 0.062193411
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7141 0.082238139 -0.073313851 1.150484856 1.558243702 —-0.407758846
71902 0.034147230 0.005082236 0.817173723 0.796650890 0.020522834
7193 0.007453072 —-0.009097695 0.670937560 0.844981776 -0.174044216
27144 0.004851117 0 2.348782555 3.848704319 -1.499921764
37145 0.005276687 -0.023077993 0.099571438 0.927815911 -0.828244473
7146 0.000107135 0 0.508543611 2.006363592 —-1.497819981
7147 0.045227348 0.000260722 4.288582045 3.746624035 0.541958010
371498 -0.014529528 0.000139457 4.216522030 3.725716531 0.490805499
71999 0.010209505 0 9.270192930 9.006913578 0.263279352
5719910 0.042187628 0.008311135 0.529453583 0.920428221 -0.390974638
2719411 -0.099066988 0.456366858 0.289332359 0.175304855 0.114027504
71912 0.047289693 —-0.062809662 0.380640046 0.363037033 0.017603013
714913 0.059356126 0.044217642 0.632025340 0.590787433 0.041237906
719914 -0.069649068 0 0 0 -0.000000001
3719415 0.023119835 —-0.024752661 3.952914940 4.617407699 -0.664492758
371416 -0.022264888 0 5.140471926 4714614110 0.425857815
71417 0.014409717 0.010315660 0.196451069 0.203334120 -0.006883051
71418 -0.009975498 0.003482941 2.304184333 2.035783058 0.268401276
714919 0.058292488 0.036597024 0.600274135 0.376847610 0.223426525
5719120 0.049473408 -0.030266418 1.596475904 1.676932458 -0.080456554
719021 0.016711573 —-0.006899480 2.110276486 1.901776637 0.208499849
5719422 0.023923865 -0.023870299 0.969483068 1.007450232 -0.037967165
719923 0.029346951 0.049137529 1.087533429 1.116892871 -0.029359442
71424 0.023785913 0.018205000 0.821744056 0.711819649 0.109924407
71925 0.039694517 —-0.013516442 0.712377911 0.843574713 -0.131196802
5719126 0.014976821 0.002179356 0.775346979 0.567246607 0.208100372
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0.046631895 0.047290529 -0.000658634 0.574550171
0.082808050 0.199393965 -0.116585915 0.332650413
0.585868858 0.583613058 0.002255800 0.214433962
0.257391976 0.284091477 -0.026699502 0.196327390
0.417347412 0.508529547 -0.091182135 0.060609497
0.237068617 0.241749108 -0.004680491 0.051357774
0.026937913 0.019204542 0.007733371 1.245185059
0.090107592 0.129449726 -0.039342134 0.525691477
0.026482293 0.026199831 0.000282462 3.057731070

-0.247206332 -0.948886779 0.701680447 0.169735277
-0.371989079 -0.302195484 -0.069793595 0.180161597
0.076052880 -0.095582421 0.171635301 0.111286363
0.065304502 0.093993310 -0.028688807 0.337974294
0.826277598 0.598291849 0.227985749 0.125346562
0.290165544 0.221433297 0.068732247 0.579879602
0.079248374 0.123191261 -0.043942886 0.580986163
0.120547566 0.088918451 0.031629116 0.133581907
0.126709755 0.100633199 0.026076556 0.163994599
-0.081205443 0.021354315 -0.102559758 0.301459596
0.127398270 0.138267635 -0.010869364 0.136179769
0.146907111 0.341154261 -0.194247150 0.175713418
0.050126642 0.163478935 -0.113352293 0.542405340
0.045910015 0.136336224 -0.090426209 0.432730280
0.085610118 0.140835325 -0.055225207 0.434816043
0.059213148 0.143019285 -0.083806137 0.447519098
0.090489510 0.158242894 -0.067753384 0.519685157
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0.512162956 0.062387215 1.246390292 -0.075249516
0.340930837 -0.008280424 2.767816743 0.021978568
0.219852175 -0.005418213 54.880865425 0.120681718
0.189363158 0.006964233 0.0001 0.029332564
0.062757036 -0.002147538 3.081637052 0.004486285
0.048328517 0.003029257 1.706648641 0.020496366
1.226115748 0.019069311 10.259389407 0.009070328
0.570954038 -0.045262561 38.376703262 0.011175514
3.093925133 -0.036194063 0.0001 0.028552072
0.073008205 0.096727072 -69.868134218 -0.050245405
0.211626945 -0.031465348 -1.681982503 0.084983016
0.107367831 0.003918532 0.438561002 -0.124087938
0.344744413 -0.006770119 2.666571288 0.108399826
0.146789122 -0.021442559 137.882240075 0.052347927
0.592228975 -0.012349374 15.476612888 0.163943131
0.594858185 -0.013872022 0.0001 0.021789061
0.139246636 -0.005664729 1.216972270 0.024981110
0.181584861 -0.017590262 1.629111189 0.027590322
0.310181935 -0.008722339 -1.1977744770 0.071161473
0.134231416 0.001948353 21.587509080 0.007867765
0.216295520 -0.040582103 2.815448522 0.040839063
0.529647889 0.012757451 2.948343116 0.015463553
0.434850620 -0.002120340 2.569588809 0.082010498
0.439954457 -0.005138415 2.954295572 -0.016933154
0.436589017 0.010930081 2.373343108 -0.003921650
0.473885320 0.045799838 4.262564774 -0.013199999
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ABSTRACT

A Empirical Study on the Financial Stability Prediction Model of
South Korea’s Public Enterprises with Machine Learning Techniques
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Hansung University

The purpose of this study is to find out how to apply the machine
learning technique in the consulting field through the empirical study on the
financial stability prediction model of South Korea’s Public Enterprises with
four machine learning techniques, Random Forest, XGBoost, LightGBM, DNN.

In just two to three years, the rapid growth of the big data market
through the digitization of data and the development of computer performance
has led to the rapid growth of public interest in the use of machine learning
along with the advances in machine learning Techniques(Korea IR Council,
2019).

Traditional statistical analytics techniques focus on mathematical models
that explore the meaning of the entire population through sample data, but

machine learning focuses on building models that find important patterns and
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rules based on data and then perform decision-making support and
prediction. Now decision—making systems based on data rather than human
intuition are becoming more important, and management prediction based on
data is considered most important for the survival and development of
companies(Yang, 2017).

Global leading companies, Google, Amazon, and Microsoft are
transforming all business capabilities into data and artificial intelligence.
Also in South Korea, the government plans to build big data platforms
and centers for collecting and providing data by public and private sectors
for the use of artificial intelligence and is working various support projects
for helping SMEs and venture companies develop new services using data.

As interest and demand for machine learning grow in these diverse fields,
consultants also need to understand and find applicability about new
methodology named machine learning. the studies with machine learning
techniques have been mainly conducted in the fields of statistics, medicine,
engineering, and natural sciences, but recently have also started to be
conducted in the fields of the social sciences(Choi, Min, 2018).

From last year to this year, there have been continuous reports that the
financial stability of South Korea's major public institutions was deteriorating.
On the other hand, the studies on improvement of the financial stability of
South Korea's public institutions has been continued since 2012, but no study
on the prediction of public institution's management performance or financial
stability with machine learning techniques has been found. Thus in this study,
I designed the financial stability prediction model of public enterprises.

To design the financial stability prediction model of public enterprises,
this study used financial data of 26 public enterprises, which were selected for
seven consecutive years from 2011 to 2017 when K-IFRS was introduced. In
this study, the data were divided into five-year units and designed the 2016

and 2017 financial stability prediction model of public enterprises with four
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machine learning techniques.

The analysis results of this study are as follows. First, as a result of the
prediction model design, it was possible to make the prediction model of the
public enterprises financial stability with Random Forest and XGboost among
four machine learning techniques. In model-specific prediction, both models
showed over about 85% prediction accuracy, and the prediction model with
XGBoost was higher than the Random Forest. However, with LightGBM and
DNN, could not make the prediction model. It is confirmed that the number
of data is so small that the over—fitting caused by excessive learning, and so
the prediction accuracy is lower due to the large error when predicting the
actual data.

In year prediction, the prediction accuracy of the 2017 model was
lower than that of the 2016’ model in both the prediction model of the
public enterprises’ financial stability with XGboost and Random Forest.
This is due to the change of regime in 2017. With the beginning of the
Moon Jae—in government in May 2017, there have been many changes in
society, including policies. These changes may be the factors that degrade
the prediction accuracy through the existing data.

Machine learning techniques provide variables importance. It is
evaluated that the importance score of the independent variable is higher, it
is an important variable predicting the target variable. In this study, in each
prediction model using Random Forest and XGboost, the main variables
were identified as ‘Ordinary Income - Underlying Asset, ‘Operating
Income/Revenue’, ‘Operating Income — Revenue’, ‘Operating Income’ and
Operating Cash Flow'. These variables are mainly related to profitability,
proved to be major factors in predicting public enterprises’ financial stability.

These results show that public enterprises should pursue public
interests, but profitability cannot be overlooked in order to improve the

financial stability of public enterprises. Currently, South Korea's public
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enterprises’ debt continues to increase, but the score of financial
management indicators in public enterprises’ management performance
indicators has continued to decrease, and the proportion of qualitative
evaluations has continued to increase. So it is time to reconsider the
evaluation indicators of the public enterprises’ management performance.

Based on the results of this study, the following are some of the
considerations for applying machine learning techniques in consulting
fields. First, the amount of data required for machine learning techniques
depends on the complexity of the problem and the machine learning
technique. The data most enterprises have are unclean and nonlinear, and
so much more data is needed to find patterns and rules with these data.

The vast amount of data acquired through the Internet has made it
possible to use big data-based machine learning. However, there is no
standardized method on the amount of data required for the desired level of a
model in machine learning. In addition, as the consulting methodology varies
depending on the size of the company or the type of problem the company
demand, it is necessary to use appropriate machine learning techniques
according to the size and type of data that a company has. Currently
Machine learning techniques continue to evolve, it is difficult to find
standardized methodologies like traditional statistical analysis. Therefore, it is
necessary to accumulate know—how through various trial and error when
applying the actual machine learning technique.

In this study, external factors such as the change of regime were not
considered in the design of the financial stability prediction model of public
enterprises, which can be a major factor affecting actual data prediction.
Therefore, when designing the prediction model with the machine learning
method, it is necessary to monitor the change in the characteristics of the
predicted variable according to the external predicted time and reflect the

change or periodically relearn(Zliobaite, 2010).
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On the other hand, through this study, I identified the usefulness of
the machine learning technique. First, the prediction model designed with
machine learning can easily check the prediction result by using the
already designed code when new data of the same type is given. In other
words, it was possible to check the result of the 2017 prediction model
easily by inputting only code name fitting the year in the code that
designed the financial stability prediction model of the 2016" public
enterprises. In addition, the variable importance provided by machine
learning techniques makes it easy to identify the major variables that
contribute to the prediction of target variables. The advantages of this
machine learning technique can be a useful tool in consulting.

Al is now a key driver of the Fourth Industrial Revolution, which will
bring about changes in the industrial structure as well as social systems, and
it is predicted that Al will be the main factor for the company growth(Korea
IR Council, 2019). Consultants are experts who provide solutions for
enterprises  problem—solving. They should respond sensitively and agilely to
changes in the industrial and business environment. Consultants should
understand quickly about artificial intelligence which is developing at a rapid
pace and prepare how to apply it in consulting.

This study is meaningful in that it tried to find a way to apply the
machine learning method in the consulting field through the empirical study
on the prediction model with the machine learning method, not the traditional
statistical analysis method. It is hoped that this study will be a stepping stone
for consultants to apply machine learning techniques in the consulting field

with the recognition of the need and importance of machine learning.
[Key Words] Consulting, public enterprises, financial stability, financial

stability score, KJY score, K-IFRS, machine learning, prediction analysis,

prediction model, RandomForest, XGBoost, LightGBM, DNN
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