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dolHz HFse 497t Brh. 287] "ol doly oA Se= A

=l
o,
filo
)
v
_O|L
2
P
o,
i,

A4 A7} Ah(Yang et al, 2011; Li et al.,
2016; Huang et al, 2017; Yang et al, 2017). UoAE Z7H4H TaaS
Ze9E AHlA J)E AT P AT ARI@FES 5, 20179 Hol
Mu|aE SR FEeE SR Fob A Beks a7t =u AR
T Z3E wp Qith(o]eld = 2016). AA AR AZEJolo] tigt AlE
Z7gth, ArcGIS+= ArcGIS Enterprise in the cloud AH|AE &3] AZE

fol ABlA AlgS AASHAAL ENVI 2ZEfJo|= 2k AH|AE 55|

I
]



g 3
T otk BUEE AuAet 2AEE LaS BAE AL 2ILE 7)ol
A@Ros BEHWA +AY F AFE0] UrkKim et al, 2013; FAT
o} o719, 2014: €A o719, 20151 &4 5, 2016). B3], AA
g ZEC AFY A7 ¥ g AR FHTQ010 FeeE AFY
Aulz B9l laaSE B muled FESC @RelA AR A B4
Aulze] B3 82 4A B AT ATE $ASL oo e FANE F
g FEeE deles gwetn 9- 9F

= FFATFHKARIL:  Korea

Aerospace Research Institute)oll A A|-gch= AH[AQ] 9448 282 A

H| A (http://ksatdb.kari.re. kr)oll 2-83F Al7F QUth(Lee et al., 2017).
oA™Y H AAET ofyzt I E FHHRE Fopol A AlFE= AlH]

a1}

= g

A3 ek, ST GRIees el @ole] e slUAE Toslmey

2 Aulsg ABOR AFSHE YANAL obd gol
S

Ao mersw geh. FASE A%

3 SaaS A|FE AlFo=

[aaSel] thgh Aol =otx Qlot. PaaSe] Z-¢ ZHE A= & TS
ZE2] Z3AE, IDG 2017 IT A7 BEilAe] M2 20179% S2h¢E A
= =2 H

g EJE 67H4] § Stz PaaS 7l F T8 7l AHelY 7]
- o

AUt AAZ e AFE AHlA FHQ laaSe HE3 TAlo] o273
o]A PaaSoll digt Aol ZF7Ist Qe Aotk (Boultion, 2017). PaaS:
URE ARGAFE tidste Ao ofdm, AIAE 97t AH|Aolth T197] o
2ol PaaS7F RE EofollA HEagh A2 ofUth F9E ARHE e &
B gulQotrt, B BE AHA BU2 AFH fLX7F ofy7] o]
Alglo] &82 4 Qlrt. WIEA] RE HopoA Z8EE AH|AV} BIEA] &
2eE AFE AL H8d Hat: gtk djd 2ofell B4 2 ol&
A-g5t7] QI3 A8 A7t o]FoA Al of7 AHo] 1 H &ot= A
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g =g Tefste] 9 A2H
sfe] A7 2 FEsHect
Q7 Pye thedt Pk Paas7h BAlCl F7Mstn A4 Mulazt B3

A-llA

g
LAY WA 2SS Paasel d@ WA B 71ed HeE Sastac.
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[
N
i
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7
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motstitt. PaaSe E|2] st=gofof HIZ FFEAL, laaS 9ol +55

WAog A F 7IAE UE 4 ok ol AFolAe 5 U 5 laaS
floll PaaSE F5dhe AlA"e A"ttt 187 mize] of¥l dAelA+=
AA QEAA 7|HEO] JaaS E PaaSE BT FE5Fth laaSe QIZAH
(OpenStack)= 7I¥te =, PaaSe 2= 3-2H2(Cloud Foundry)E AHE
Shth ol A FZA2 PaaS 7HeAd= ERIcH] felER EAHS
A2t StEo] A2 PaaSE FF5H7] 19t X4 stEdle] 9 AH A

T/5Hle. @EAE Hajo] LQadt stEdlo] QAR REE HEE LT
(Controller Node)2t HFE 1= (Compute Node)©|™, PaaSE 5517
St WEQg 40 BE AEFA] E=(Block Storage Node)7} F7HEich @&
28 Az Al "EFQ @49 QF  MH]A(dentity service)?l F|AE
(Keystone), ©]u]#] AH]A(image service)Ql w=H(Nova), AFE AH|~
(Conpute service)?l =2FA(Glance), WER A AJH]A(networking service) Q1

SEZ(Neutron), 22 AE#ZA AH|A(block Storage service)ql AT
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e A|AH Hﬂli(shared file systems service)?l PFd2t(Manila)x= F7}F 4
25kt S9E o2t e PaaSE #5517 floiAE A 7MIEE A
Lojof st Aol vCPU 5670, Wiz 118GB7F Bastet. off ¢ltofA
= ol AAFE FFA1717] fls & Wl o] YA 2H ol J st RS
HFE B2 &85t laaSE #5% & 29 deddE AR5
of. 229 meHEle mfolaE AH|A ©helr AR off QIARAE
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oA RE =RQlstr] 93t HIAEo|H, PaaS=E 50| HOS o AHe= H9
+ Atola 2 AHEA FHO HEH ol WAl ittt s gle=w E 4 Uth
a7 1-12 ol dAFollA 3E= AAAQ Z5E EAS o ZAo=w I
SE HFE 7N SR AP AAgof tigh AAA AR %
HAE il s Uit =2 o33 do] AN 24N e &
HH 4 AH|AE PaaSell wijasty] 919t S2k¢E HFEI PaaSe] ot
AN FF= metota 7eAQl Wes B4 WeS Fedth W Ay
F By dael digt 7|24 We BFmedYae] PaaS 2+ W
st FF

Ql
M FE =St 3FoA= o H AFoA AHotel= 3R
213t PaaS AA W FZof et W&

X

H|AE

Cloud Computing _';' ~—

(laaS)
PaaS
........... o :
T L T e o emmmme——eeEEm———— !
- i T T==——n
e . 1 Lo e
Pd Geo-Spatial i ‘ IF= ! .
-“Performance Web Services : Geo- Spatlal e-Government | | Perf .
testing based.on i Web Services Framework | gertormance kY
Virtual Machines : based on . Geo-Spatial | | testing |
'~ _ 1N\ L|| Containers Web Services | ! 4
. : !
| 1
1

~. based on /‘/
i | 1| Containers o
 —— . p— ..-e-———————a--.._ _______
LI Y W— —
Database &

1

1

Middleware Software 4 i
. 1

7‘_ Service Brokers—l 1

i

1

1

1

1

| ‘ \ ‘ "-( | Platform Services ‘

Detail

Virtual Machines for PaaS Service

Geo-Spatial Geo-Spatial
__ Visualization Server _ | | Proceseing Server :,| | ,MJ
| e | PostgreSQL
GeoServer | ‘ Zoo-Project MysQL

[ 1-1] 3709 PaaS Seh¢E 7|8F SR A2 Al2"] A5 AA

2 4% dAE 4.



A 23 S AFY PaaS

A1d ZeesE

29 ARE e Y )b
et AH, AE2], dlo]EHo]A T T2 =
FES JHUE ol TtdstA HEE ¢ o, ARgARA Algshes R
Rt AT, HAtY SoE WY 4 Utk AH|IA FHIR AlFE7] wiel
vz Hlolg A7 A Z4F A7t gastAY 2 4%l 275 e A¢ 4
S njgor §8514 &8&E 4 Ath(Hussain et al, 2013; Zhan et al.,
2015). 8 AulA mdL A AR FEE 4 vk Jdzet AH[A(laaS:
Infrastructure as a Service), ZZ AH|A(PaaS: Platform as a Service), &
ZEQJo] AH|A(SaaS: Software as a Service)Z F2EH, Lo E4sf7]
Fz2 °l5) Baas(Backend as a Service), DaaS(Data as a Service)@} Z
2 BdEo] FUHEL Ity Av|A md ] ix] Rdo] wet Hif Sl
(private cloud), ME3 Ze$E(public cloud), €%4F Z2H+-E=(hybrid
cloud) 2 Y= 4 AoH1d 2-11.

229t HARE Zleo] HREY] 7] AL HiiEE BE AT 4 2
+ SaaSell Wigh A7t yH vb AT(A-E3et AT, 2014). SaaSHul
ofd thFet dAllA A ZRE HFRE 7lees &8st AHIAE AlF
& 4 A== laaS7t AlFE7] AFEGIH. A AARCE R A8 A
HIAZ = ofnfEo] ofnfE Al AH|A(AWS: Amazon Web Service), mle]=
BATEAS] of2](Azure) 5Ol }—Xﬂﬂ‘:} laaS “3-& /\W]i% A 8ao]
FHEATE 7} sAlof v FERte g FHA A 7E AlF =L o]
E A &4 3 sS4 4 3o E94 84 “}373] = 4 Utk

= o

= =
Aol gt Fee] 9 BH ok

rr

_‘IO_



g et [aaSE A F5T 5 e EALL ATE{olRE EA

(OpenStack) S EAE(CloudStack) vSphere 5] A&l Qi &

AAsfjofstnz 7]&AQl U&= utefstal F56fjoF jtth= o] EAisH

gk, FEoto] ARgo = ot HAY laaSE AT 4 e #TF of
Pars

Sgotel & o 54 Robel WA A2 4 ekt

ru°l‘

_ o JE A

<
;g

ok

P laaSE AWML &8 4 Es 7|l o] dlo
tod AH|Astn Qlet. o] & = FAAl 2 H TaaSE AlFdte AlH|
ZAettt, EAHQ o2 KToME QEZAA [aaS ATEJolE 283
olma}l AL A FLEsl] AHlA FHE 7Y Bl duklEoA AF
Art. PaaSkE o8] A& AH|AZE T IRET Qioh A&7 »upgd3)
ZEQJo] AujAe] B 75 F7} AHE IdEHY &§, A
BAIA A, A& ) EA1, Hlol" AZA3HE PaaSE AT 3
UAs detog B vt Ath(Carr, 2015). gHE laaSES A|E5}
A F7t2 FFoto] Alsste Qo

IDG Market Pulse (2017)014 Ze+2to] dist 710 a7, &5 F3 A
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E HAFBES EYsHAY AS Folztl FHSIH. &9 WA 2 E StolBH
gt SHREE 41.1% Aestelen, PHl= laaS7t 39.6%= 71 wol =
A5t o™ PaaSE 24.9%= AA RSt 53], 2= ¥ St

A FASE ADTAINY F§ YANNE 7142 Hgsteln s
TS, 2016). AR ZAIAE Slg
g 7l%0] Edst FHt laSE ek ST Qe S PaasE
YoM F o b AuIAE AgANA Auxd 5 gk 27 2-2%
AE YA FepoT Aoz mdle] M2 ATA L AT B Wl of
; L QurEoE § MuIAE AL ENY, AFL, AH,
7hgsh SQAA, TSl etel, dolel, ojBelAeld 99l eeololzt
Pasith FAT ARG sl AEHA g AF P ofe Aulak
o] BE & AL AF FESL pelsgeh AR FH9C AFY
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Aulz gz AgaEr] sz LAzt welsior st Wl @A Zof

A I WA laaSe

=94 7MelE Zdste AR|zelth O] wE

of EYA, AF4, A, 7MAdsket 2712 LGAAC] tigh L8 A Po] A
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N

st 2~ 9l
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of ZH 71&2 HolEHo] X, 7?**9} YEHL, &%

=2 AR Attt © Yoty PaaStE ulEgelet HErY S A
Aoz Alggttt 187 o] At HFH R ARGRlA Al
Aol ATt ALE-Sh= HlolEfof tisiA vt 55k —‘JFE]O}E& et

e delel Wt gl AdaYA ol
7l el & 6 e AuAE ATE & ek
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lo |n
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General IT Service Infrastructure as a Service Platform as a Service

Applications Applications Applications
Data Data Data
Runtime Runtime Runtime
Middleware Middleware Middleware

Virtualization Virtualization Virtualization

| | | | \ |
| | | \ |
| | | \ |
| | | \ |
| os | | os | \ 0s |
| | | | \ |
| | | \ |
| | | \ |
| ] | \ |

Servers Servers Servers
Storage Storage Storage
Networking Networking Networking
I:I Developer Manage l:l Service Provider Manage References: https://docs.cloudfoundry.org/concepts/overview.html
(Accessed October 2017).

[ 2-2] A& AT Au|s Bdof o Aleat 5 /g we] Hel.
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I 2-1] 2¢+9E PaaS F49 oZAA E=E(F| SW ZH, 2017)

Name License Teschnology Note
upport
Apache Apache 2.0 | Community Multi Cloud Toolkit
Jclouds
/;p ache Apache 2.0 | Community PaaS Framework
tratos
. Prof/ Based on Python TOSCA
Cloudify | Apache 2.0 Community Cloud PaaS Solution
Open Source Toolkit that
Nimbus | Apache 2.0 | Community | PO weis S0 e
Service API
Visualization ~ Solution  to
Open Community manage the Infrastructure of
Nebula Apache 2.0 /Blog the Data Center to configure
[aaS
Open GPL v2 & Prof/ Data Center Management
QRM Commercial | Community System
Project started by Rackspace
Community and NASA
OpenStack | Apache 2.0 /Blog/ Control  and  Operation
Wiki about Server, Storage,
Network, Visualization
Prof/ PaaS and Cloud Operation
OpenShift | Apache 2.0 C . Platform based on Standard
ommunity ;
Container
Operation System
Prof/ Supported  Cluster  Deploy
Osv BSD Community Management based on
Hypervisor
Cloud Platform about
Fucalyptus GPL & Prof/ Integration Management of
Commercial | Community Server, Storage and Network
infrastructure using NASA
Cloud Platform of
Cloud . Management Console,
Stack Apache 2.0 | Community Various Hypervisors,
Firewall, Load Balancing
Cloud Apach Prof/ Cloud  Platform  Service
Foundr pache 2.0 Communit Solution
y y

_14_




A 2R SAF AHE

Seh9s A% PaaSt BRG] A o2l 1elH ALAECA A
F+= Open API(Application Programming Interface) FEHZ AJZTE| STt
PaaSe =84 Fx 9o 4A 9 F55E A& cdEe MY, A,
9% 4 UEE £9e FL ZRer ARG Aus BR 3 shold ol
& MH A AT RS HOE F= ALo= laaS7t HAetE™

Egol AuAE Hed Q¥ AR

2t} Goncalves and Ballon (2011)& AT EQ|o] AH] AL} PaaS
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PaaS 7d2 LHb ARgAAl AS e 2ZES] Auj2o dih /HEE
SE A8 Zoltt. laaSolM AFHE 24004 nlEdlolet Heryd &
74 AMu|Aaztcte] AlFot= WAlS PaaSolty. HERY 372 AHR(Java), T}
o[ (Python), C 3 #2 T2 <dol5o] FEHe &4d& Lot vl
=fo19] 3% dlelgHolx, & g oY, ofutx] € MW S} go] AnE
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5 EdJo]Solth. nlZ =¥ #E 7|eATA Hoo| W2, PaaSo]
Fo ZREE V2 Yas HEcste HEe EoF=d At (Mell and
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8 User(s)
8 - Using App

Service 1 Service 2 Service 3 Service4 Service5 ...

Chéack for Management
D Q D E D * Operator(s) - Separate Management
bttt | é

T - Infrastructure Management

Softwate [ Database gl - Software Install / Management

- Pool Management

Confirm before
Deploying Services

- (by Operator) ___________________________________________
' Check for deploy

. Developer(s) — System Development = . ... A
- - System Development with : I i

Personal Development Environment
- Test Environment Development !
- Check Infrastructure / Version 1 Test ;
- App Test / Monitoring L !

[19 2-3] & A2" Als Al A 2 2d7F e AR

(AERA 9 Az,

(g User(s)
8 - Using App
(Same as existing)

Pass Ch?eck for Management

‘ ﬁe ‘ = Operator(s) - Integrated management

- Infrastructure Management
b - PaaS$ Install / Management
Binding /|Unbinding - Software Install / Management
- Test Environment Install

u E = U u U - Pool Management for Service

Service 1 Service 2 Service 3

Service 4 Service 5

Test / Deploy

. Developer(s) - System Development

- System Development with

Personal Development Environment
- Deploy for PaaS
- App Monitoring

(Paa¥).
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282 EAH JaaSEo] SHESIEHA o]E E8stAY 5
Q1 PaaS7t 2| Wol HREHI ot tHEAR)] A8 AHlA=s TF 2-5
of Azlet uie} o] FF H <A (Google App Engine), mto]a 2 AT EA}

9] of#(Azure), ofntE detAE HIAE F(Amazon Elastic Beanstalk), 3=
F(Heroku), §E71(Appfog) &°l et = @ A2 7PdAEo] F=2 A
HAE &8oto] g AH|AE HWixd 4 s Tt F8 7|5o=+
4 4, A 2EA] 5ol dow molyt oA A3 ThE 119 <o
AR sk 1 9] dolx AYsta otk Y= ofAL njol2
24T EAY} Bl golEAHE E5] ALEHE PaaSE AES AH A
THe de THOE AHAE AIESElH ofubEe A AlEcte detAE

AEAE ofg ofufE AH|AE FAlO] ARGSHHA ofbE f AH|A Zet
T s EolFE Eolth SEFE

i

=

SE4E SHoE oF 2EeE 7@% ME| A2 AZst= 7

al
&
A D ZE A~ (salesforce) ol A Qlpsto] 7dehy 9 mg2A|l~ e 7|52 245
o -
T=

=~
W9l PaaSolth. mATeR JEIE QEAA PaaS H=AQ1 Zat

W
il
X
L
E
[}
kI
-
el
ek
4> o
o

= wo g3 Alglo]l HQSIA|RE ARE
Aplz o of £x2 ARHE £24F] AFHL Yk HEHY o=
ZZ¢E 2H#(Cloud Founry), & 4]ZE(Open Shift), S=H¢-E1t0]
(Cloudify), 2817}E(Stackato) 5] EAIE O] St} o]2qt EZAA ATE
oAE2 stEdlolE ERsta o A3 AdX[sto] F/HETE ofyet H4)
FHO| PaaSE HFA SR F5L 4 QUrhe AHol Ut 9L ey
2= VMWareo|A 7|@ste] Linux @4 ZT2AER ol@sty AR mHEHE
719ollA F= ¥2Sh= PaaSolt. laaS flolA F&H+= PaaSE miold=z



=
m

AMu|A Tglo] JHY QIARAER TEHL QE = oA T

Stal 9 inE%MO]E‘r. g0l 7le= HT_EL St=dlol flolA
TEHES AAE glom Ha FE] PaaSE AT dEzetol= B}
M@ PaaSE AT HHo] FIE O] Q. SEhe-Eutol= molor whE
o]Z1  TOSCA(Topology and Orchestration Specification for Cloud
Application) 7|Hto2 ofg 7]‘”0] Tty 9o 7 laaS #Eo R of
S wixste gE A5 & 9l PaaSolth. ZepeEatolo] Efog
574 laaSol| oESHA] Qhethe Holth, A7 &S Iehet nheH 2|9t
WZsh) US1E stoldutol o] AAIste] PasSE AFT & k. B 2-2%
A8 B EAL PaaSo| His| HiEEH= ) TR WiE A AlFEHE A,

HiE Al dolE At Aot} PaaSe] HiZHE= ) TR T2 € 9

ol

i mLOL 4
Obo
ol
-
&

2] ojEd ol de AYTH. tiFE He EF40A T4 Aol At
eF mpold, PHPO tigt =2l o] ’RES Adstal v AlF=e 7
ol Hside 2A el 7MY wAl Blez F2E & k. ZHO]
Hel A4t shel °§ A kol Sz A= G-l Ao, 7
UMJ% =94 g4t Tt Helort HEYE Aol Ao e
PaaS& ARESHAY #7H5§ PaaSE F5 W 7 EHEFY 5= A &

o 3 Abgsts o] Fasit
A7 Sl AE Paasel HE Fo4e AT AFo] HolA: 9
KToA 2016¢ 5¥€o =Y 7|9 Hx=2 QEAA 7|§Ee] Z2H9E PaaSql

H 2 (devpack)S EAI5H T HlBEH2 KT [aaSYl 29 HZE 54
A &= PaaSelth. ESH o]e}b H[ZS=SE A]7]Q1 2016 9¥of =W 2§¢ 7]
AA FAF(koscom)fAE QEAA Z|HEO] ZTLE PaaSS &8oto] K

PaaS-TA MH|AE EA|5te] AR &9 Folt}.
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Cogommon D appfog

== Azt;re : HEROKU

Commercial Service
Paa$S

o O o

stackato
CLOUD
i = OPENSHIF T

"
EBEEE -

Open Source

(1% 2-5] A8 2 QZA4A PaaS 3.

[ 2-2] A8 9 @Z A4 A PaaS AFF (Costache et al., 2017)

Solution | App tvpes Resource Support
" PP P Isolation Support Languages
AppEngine Web Containers Java; Python; PHP; Go
. Java; Python; PHP; Go;
Appfog Web Containers Node.js: Ruby
Web; | . : :
Amazon Data Virtual Machine Java; dP}{t}.lon, 5 }.{P’ (0>
Analytics Node.js; Ruby; .Net
Web; . . . :
Azure Data Virtual Machine | 12%% dPy't}}oeri, 5 fAp Go;
Analytics Node.js; Ruby; .Net

Java; Python; PHP; GO;
Heroku Web Containers Node.js; Ruby; Scala and
Play; Clojure

Java; Python; PHP;

OpenShift Web Containers Node.js;  Ruby; Perl;
Ceylon
Cloudify Web Virtual Machine Based on TOSCA
Cloud Java; Python; PHP; Go;
Found Web Containers Node.js; Ruby; NET;
oundry

Binary; Staticfile

Java; Python; PHP; Go;
Stackato Web Containers Node.js; Ruby; .NET;
Perl; Clojure
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A 34 F/WE PaaS

QT4 ATEYOJ(0OSS: Open Source Software), 3/MF AZEYoj=
A2 FETE BE FANEIL glolAAE ek Y= WelelA Fut
AL

AGEA AHEE 4 Qloh IT EAEE 7)wto =2 tofst 9 Z A4 A7) 3
= A AHIAREe] ofd VYPERE A 4R WShE
€, 2015). PaaSE AlFsh=tl Qo 4§ AulAE AFgd 4 QA

otA AFRo]l ZekfEato], QEALE, FEheE medold
]

ol Q= AmEo]7} wo| ZAfF), 1 ZolA 74 o] ol HT

30,

N&E PaaS AZEolg = %E‘r A=) Jﬂrfﬂﬂkl} QIZMTES} Q).

e

AAT QJeiE 2-3]. 2eeE medas A4 wA

Qe AdolY 7]&e BEFH] FHEE Paasoll QEHZEL 4
_('D_

Aol dg glo] detZehPE(Detacloud) 71&S &85 2 Agold @
o2 JEEE PaaS AZEYojolt}, AXEYolnttt EXo] EAst7] o]
of 23 PaaSE #5517 A dld 542 & oot & ZHE)ofF it

ol AFM= FEeE ﬂ%%ﬂal‘z Zgste] MY PaaSE TESIA

1
Beh. 4 aasel Aol 1 1 G jE BT APsti ook TR

A AH2E ATs] A AZeE g5 AH, Hg 95 AH 2
AZEolSo] M| Eojof g}, oby FHAE RoklAk olejdt 7% U
AREgol5o] Zeter PR %o Hesr] g Fult vlEsi 1

7] o] Aoy 7&g o B2 FHEHE OE ANEE $8a}r|

b
+ ol¥w Aol Be Aor AN,

Ze¢E o2 gE Routung, Authentication, App Lifecycle, App
Storage & Execution, Services, Messaging, Metrics & Logging 772 7|5
S FES & JoHa™E 2-6]. Routing 715 JE 2-$H(router) 4 &
Ae UYR=E S0lev EfigS App Liefeycle 715 Wl 3= +4 84
2 4

siFs 9= st mEEEA 7leol  WAEHA o

w4
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Authentication 7]%52 PaaS otolt] #zje} e <Q1Zy} e
t}. App Lifecycle 7]l Z&Eo] Q= Cloud Controller 748
FE meHel 7P F2% A F shu= ofEYAlolA HIEZE
it =9 IS R e 23, 3 AR 92 AH A
=& Hfot Qo nsync, Diego Brain, Cell Reps #+4 84
A = stale ol A4 24aF ftol A4ae g g
2y AR fAsH7] ¢ 2YE P} App Storage & Execution /‘E‘Zﬂ
ol AF== 7484121 Blob Store, ZE|O|HZF AAE ] o] FEE+=
T84 App Execution®] Qth. Services 7]5°ll &= Service Brokers:=
PaaSollA £JF2 FQ 94 F stolth. oA AR EH= HolEHoA, 4
ZEJo] T oF AMHAEES HEESE FAQ4°|th Messagingt
Metrics & Loggingoll Z3t=o] Sl #4484+ ti71d wAY AA &
P
ES

XN
.
SHE MEHE TASE JM ArEs FA 4T 2O 44 8L ¢

A B>

Tm fr

oy B
o

ol
-

I‘IF o[l‘l
S

i
o

o
F4
o)

rl

th E35] YA AAEHCR AMEEE NATSE Zeh¢E mhegelofa ZE
AZUEEo] AFgslT Qe BAZZEZZ o] LAQAY} APz L5EA
UO™H PaaS T LEFEHA G
7t 14 8AEL I5E 1 JHY JAA”HAER pAHET JHE QaRA
2 AHA G99R FAEBER AqHAE FTISEAY AAE A

mlo )

AE2 colojagow ek

Ae wjEsy] YA AuT afo

>,\1

= =
A2 glo] fddsHA & & Utk 19 2-72 ARSAE i& wiaEstSd
o
=
el

—_

¢

Q35tch AFEAE o vjE HHolE St ZA

o]
q Zees AERAIAE B2 A A AL P B AT B

e AT & A T3] JRESHA "ok A2ESHA =W Diego Cell
TR 4E ol Staging TAZ Y} Staging TA= HiZE P2 HE
ot= SAR Hix Al A ded g Fof HEE AFstal HE A dZ2H
AMBIAE HAst] AEIA AR @73& AR Staging THAICIA o §
o] mhEe]7} Hhd ¢ AEl: Running 942 W7ol HHA Zgec A
EZgo ¢} AEE HWTh Running AHE $H HU upRes= Aol
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ofum™, Diego Brainge &3 F714 2z ¢ JHE &<lste I HE

] f JHiE 2.

[ 2-3] 29E shede) % oBARE olruAs} 4T es
(Fowley et al., 2013)

Cloud Foundry OpenShift
Divided into control
plane  (Broker) and
Console pushes app to messaging /
cloud, deployment, application hosting
management / infrastructure (Nodes).
configuration  through Controller is command
Architecture console CLI  shell, wused to
Controller runs as a create apps. GIT for
cloud VM on the app management
target laaS /deployment.
Controls all Cloudify Gear is  application
spawned cloud VMs container and a virtual
server/node  accessed
via ssh
Supports AWS, Uses Deltacloud
Clouds vSphere, Openstack App runs on Red-Hat
supported / Rackspace. certied public  cloud
Interoperability Private cloud is (needs Deltacloud
available. support).
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httpy/¢docs.cloudfoundry.org (Accessed October 2017)

‘ Router [
Login Server
" “Cloud || ' ____ ' ______ [ _ TI
ou
] Controller ‘ nsync Diego Brain Cell Reps I
i Blob Store App Execution(Diego Cell) I
1 | Garden | :
o= = == e R e e = == b
| Service Brokers [
‘ BBS(HTTP/S) ” Consul H NATS Message Bus
‘ Metrics Collector j ‘ App Log Aggregator [
¥
= ~ Conve “cell

nsync /./}' e rger / ~ - Rep -

-

Cloud Controller J ‘ DesiredLRPs | ‘ ActuaILRPs UJ‘ Containers

)

App Mnmtorlnq and fvncmq W|th Diego

4{ BBS Jﬁ Garden

—

(1% 2-6] SeH9= uhetie ople A,

CF Cloud Controller CCNG ~———1[ Diego Cell Diego Cell
8 ‘ Command Line ‘ (CCNG) ‘ Blobstore ||_ED I (Staging) ‘ (Running)
i CF Push
% Create App <
> Stores App Metadata "
Upload App Files -
Store App Files o
! App Start !
- Stage App N
i, Stream Staging Outgui
3 2 Store App Droplet
» 3 Report Staging Complete
;tart Staged App o
- Report App Statu,s
httpz//docs.cloudfoundry.org (Accessed October 2017)
(2" 2-7] Sk v f uiz 9.
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e o oplElAoA & 4 %ol PaaSE FFo5H7] fI5H
laaSollA] 82 7M IARIAE AAsta AAsoF ottt 113 7] wizof o]
22 dA g 1%7] miwe] AAE 9t AZE o7 AlTE Utk
o|Z BOSH#tL 5, BOSHE ARgste] A A4 mtd& AJdste] 22h¢
T oeHyE 5 & Ak oA A4 dS st
strt. 2R mheHPe] ditt e Akl Sl
Zgolvmt sjastr] 9t 71 AEEo|AE Al
2 mHEYg FEeE o252 (PCF: Pivotal Cloud Foundry)o|tt.
2= o2 HPoAE XS 95 Ops Managers A|-55kal 4oH,

S FeElE 9% Apps Manager® AlFstal th(Pivotal, 2017).

AN

k1

30

=
1 £ 1
A
o NE ro, l’ﬁ
iy &

1
Ay

A48 FA3R BEoAYYa

D AAAE 2Eoddela g

al

= = ¢ B4 557,

271l diek dF At S 2AE siEsh] s T md Al =
= 4R 58 2nESC ZEsL 2 ¥ A e FE=E A
AR EEzedde] ditt 2ES AYsty wd VlesS 200995F A
Hato] HIZkA AlFska Ak (e]E-, 2009). FAAAF (2016) 3ol ot
=20 20099 2EZIAdHI Ve 3 olF EEZAAA AHE-Ad B
g8 SW B2 Eelof dish 2 T3AY AE 648 A, &8 SW
=744 g 2l 9670 AlE, oF 64 ¥ NEA 15 olF B oF 7RUYE
£ 5 T 5H A e 5 FEE e AHE BT jlew, =
WEEE ozt Z7telot 5 slle] 97i= 1470 Abdell A-gstal Aot ol=%k
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2,

g
)
=
Hl

At =W IT 7199 o

T AHHEF AT FAR, 2013). EEIEAYIE O
v ol ¥ 7HA] 27 c}

Environment) 7WHAENA WY £ AFsty] fIg $Hoz oEsara
A= A= A, HAE, 44 g, i

7F 2 A5t Algstal ok A3 2 (Runtime Environment)©] 7HEF A]
71 Bol AMgEl= ot A

A

7, dlole AE|eh updof dieh stEAfe X dstal k. of7]A]

Runtime Environment

Provides an environment for the development
of eGovernment application programs.

allg &

Development Environment

Provide a set of efficient
Tools for developing applications

Management Environment

Provide functions to continuous
Improvement and maintenance of eGovframe

Operation Environment

Provide a set of tools to operate
Information systems based on eGovframe

[ 2-8] AAAT EF ZH A Al 4.



[E 2-4] AR BF medela 35 HEWUE 55
(AR gEmydYa, 2017)
Categories Components
User 3 components, including integrated
authentication | user authentication, general login, etc.
8 components, including
Security role/authorization,
encryption/decryption, etc.
.. 6 components, including access
Statistics ..
statistics, etc.
) 28 components, including notice board,
Collaboration P 8
community management, etc.
Technical
comgonents
(136)

User support

55 components, including user
management, FAQ/Q&A, etc.

System 27 compoents , including menu, log,
management | system management, etc.
) 4 compoents , including system
Integration P & 5y

access, mobile open API, etc.

Digital asset
management

5 components, including knowledge
management, etc.

Mobile Technical
components (11)

11 componments , including mobile
menu, mobile real-time notice, etc.

Utility components (104)

104 compoents , including calendar,
web editor, format convertor, etc.
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Az F mEngda AEois 7ed 2[98qt ofyet ojet
B AR gt XY AHIAE skl qloH, 35 FHS}F AR ZolA] o
£ Ao s F8T 5 s Attt MY Ves E8E 4 e F
= 0 LS ot 9lon, xEnedYa JHte s AdE A8 EF4
s deoghd 5 AesE Edstal ok QISH &4 e =u
A2TEY] AEQl A Sthttp://www.seart.kr)o] FREHCH FHHH B
ofel TAHE HFmedfla A& AT Atdle 2015dFE AL 3
AT o]719(2015)2 FAEE AZASE FHoE Bt < e olA
TE5] Y8 EEDYYYIE F83519, Yoon et al. (20172 F3F A
2ot PE AL"HS BERdYaE &8st At A7 AT

sHs(Hadoop)& ©]-&3t 2
= At dAgt= mEe] HAAPR EFHACEH
(Mukherjee and Sahoo, 2010; Smitha et al., 2012), Z¥F&<Ql
sto] A Ret Sk EE AT AR Attt (Khare et al., 2012). <

Eoflde Auls Bl F laaSE Sl AAE 4 e AR AHLof o

St otoltjolE AA|gH vE Qth(Dash and Pani, 2016). laaS¥ut o}z Paa$
£ NEAA Zedt 75e ARlA FH=E AlFche SHolA HIsk=
i MR BEmdds wE AHAE AT o+ v UHEe]
T AUTh

T E HAAE ZEogdasE 228 FAEY Aekshr] Qs <
Z PaaS AHIAZ ASsHr] 9t ZrAEE AASIATHAF AT TR,
2013). ole} #HH ZAE=Z 2016W% Fwro] mtAEHPaaS-TA)ZhH= PaaS
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2 %Y 4 Uk 7142 BT ol BAY Paas £ZES Q) et
SE develg JMoR AR EFLAYYAE HET PaSE FEY
% 9k gl 1RHS oplaAL FeoC Hedet UL A
o Aol @ BB, AP, ALTA, Aulx B4, 2P0z T4
o QIeH1H 2-9]

]
n

SR RO R T

J.'n:n python Ruby

: ®.® PaaS-TA

=

A = W &
= L] I:@ 1 ¥

2 agdy i?»'gél»"g\ Pg.;ég?

PaaS-TA THEEE W

=

oIz} Ao} U p2|

[ 4

laas
https://paas-ta.kr/intro/component (Accessed October 2017)

[29 2-9] U] PaaS &F 4 32E(PaaS-TA) T4 %,
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A 3 & F/NF PaaS 7|¥F Z7HA ] Av|A

44 2 75

A14d Axdd Jid

A WA, stedle]l 14 2 Fet S AA 2 A5 Ao &
Qo Wi eldo] wat FA(public), T4 (private), Fo]E.2]= (hybrid)

o
BHor MEAT 5 Qo FHHES] A dirdoz FUiE & gle

=
SC gFor FASHA stEol= HAAH oA FHIE o9 o &&
sttt 2ReE MH|A [aaS @ PaaS TE AZEo|zE oEAH
(OpenStack)¥t Ze+¢-E w292 (Cloud Foundry)E AHgstath

= WA, FAEEE oA AlAet B Ash] Yside o9

ol
A 2504 EEe G806t Aol FF &84 9 e otk &
Hol EAett. E5], o|fl AtelA Agtst= AAHS] A B 75l F
Ha & ZAo] ofd dWbHQl 7]5o sl 28 9H ALdHS A " F
ot 7 durAERl vl se s AR et AlZtet 9 A2 E A
T e olet HYlH IMAHE d BEES G857 fd 71E EAskE &
HH AZtet 9 A2 AHE F55EIL o] PaaS HEA 8T 4 U=
= A5t €8H A ZFE A= GeoServer®t Zoo—Projecte]t}. PaaS
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HgoNA FHEE A Au| 2ol "ot THeAdS #Ish] AAs) AA SR
9 2 A A olEgAeldS A H F=5H] PaaSel HjESH 7]
ot 2

1) 370 PssS &7 A % F=

ok
i)

lo

IS PaaS A4S
71H

TE57] Qs A £ A wEe 24
stEglol ke glo] o]

Y 7|2 AHESte] PaaS €4S 15 4
o, E3t Z29E laaSolA PaaSE F5oh= ook o AtofA
[aaSef| PaaSE F=ot= WS Aot laaS 7oA PaaS S4&
AJotH AlAHlo] Aoy Z|eZ ARESE AHO AHiFoz EXSHA|Y

laaSolAq AFHE ABIAE & & ° &4 Ade AvzE Asd =

1l

3:9
ST

f

st Qe a1
. 227 R ol AL olet 2L WAe sttt laas @
PaaS $H4& EL=5t7] Yo AM8E ATEYolgE QEZ A ZokoT x
SHae AFL5tET. PaaS AL &S AL 18 3-104 B 4 9
=o| AA 37 =E Wt "3, PaaS s AT laaSE AHSh A
g & S laaSe]l B3 st=glols AT At AA] A M AR
o]l aFHE Aoz Abgar olmzl = 7%, DHCP(Dynamic

Host Configuration Protocol) @ & IP A4 7|5, L=7=(Wilde
Card)2 FA4%¥ DNS(Domain Name System) A, 4 118GB H(RAM),
H4 5671 vCPU, #HA 2271 Qla®HA(instance)E AT 4 e 84, 2
= AEZ A (Block Storage)s FAY = U= 2 A T7HA7E A E O
lojof gttt mpz|eto g HXR|H JaaS 27 WFe] S2¢E mhu g A
&< T BOSHE Soff 22709 JAATATE AAPEHA PaaS 70l 47
=g
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7hH @EAH 7|6t JaaS 2 AA 9 25

ZeH¢E o 7|9t PaaS @3S FE5H7]0l 94 laaSE FESHAY
71& AEIAE E8oflof gt AlFEE TaaSe ofRfE AWS, Rlo|A24ATE
WA (Azure), @F2H, vSphere 5 TSl SRR ol AFoM= 2H
AAste] MHIAT 5 e QEAES ZESIGH. eEAES ZE5lo]
[aaSE +=357] QeiAE H4a 7z shuve] AEEE(controller), ARE
(compute) ==7F HQ3sltt, F7HAFFO R PaaSE 1E357] 98] 5 ~E
2z Lol QHAE AEZZ|(Object Storage) =7} HQoltt shAT @
HAE ~AEHA] LES] e &5 AEHARE diA] 7HsstEE o|¥ 39
A ALetaitt. HE st=fo] k== 7 7Y HESA QlEHolA 7iE
(NIC: Network Interface Card)® FAEo] 1o, Public Network®}
Management Network=® 4%t} Public Networke UEU} AZ4H HE
A=z Hi S F4s] fel C 2L HAd P 54 o

i

H 312 o ApolA FEF las FACIA CPUSH Hell gt F1gst
SUAE olgHor A Avkgol. o2 A B9
CPUL 163, e L5¥j7kA] 7bgsbrt sbssleh, ol aold 24T A%
47jolv] ol @t ke CPU 5671, @ 132GB olt}. olg %
z]of] g3 Al4atolH & 896 vCPU, 198GB vRAM-S
Aol FEEE lasot b Aads A A Bag Eo Akl o
gebd 4 glong olEghurt e AFY B
S

TolA 52 SHeE m2H 2] 7R PaaSe] o

E LE: %
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BOSH AIZEfJol7} "@sity, BOSHE 7 @A A Ao gt
g AsoR diFe AnEofoltt. 137 wZe] BOSH= laaSolAl Al
TSk= APIE A|Hstal Qlofof it FAlAH o= BOSH7 &&= €70l
HAE ¥ oZAE HH2 Newton, Mitaka, Liberty o]t} o] FofA o
Aol A %”%’é‘_ QE 28 WAL Mitaka HAolth. PaaSe F=5H7] g
QIEAE 7] o7 A AMH|A(identity service), ©]u]x] AH]A
(image service), HAFE  AH]2A(compute service), UHEYA AH|A
(networking service), 55 AEZZ] AH]A(block Storage service)©|t}. 9]
9 7tz Ards A4 9 PEE WS GFs gAHE Aus

(dashboard service)@t @& QIA®A I+ Ho|HE %%3}71 sl s+ =

A 2" AH] A(shared file Systems service)E 712 A X|oF4 Tt

Controller Node Compute Node (2)—— Compute Node (4)——
Cores(Thread) : 4(4) Cores(Thread) : 6(12) Cores(Thread) : 4(8)
Memory : 8GB Memory : 24GB Memory : 48GB
Disk Size: 512GB Disk Size: 2TB Disk Size: 2TB
Metwork Interfaces : 2 NIC Metwork Interfaces : 2 NIC Metwork Interfaces : 2 NIC

S g o —{ ] ] ]
= ]
Management
r Network
Publi Public :
Network | —
Cores(Thread) : 6(12) Cores(Thread) : 12(24) Cores: 4
Memory : 36GB Memory : 24GB Memory : 8GB
Disk Size: 2TB Disk Size: 2TB Disk Size: 1TB
MNetwork Interfaces : 2 NIC Metwork Interfaces : 2 NIC Metwork Interfaces : 2 NIC
Compute Node (1) —— Compute Node (3) Block Storage Node —

Public Network : 192.168.0.0 — 192.168.0.254
Management Network : 10.0.0.0 — 10.0.0.254

[19 3-2] QEAH 79k PaaS AA]E 3t st=glo] +A4.
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[E 3-1] laaS AFEE L& 7WASH 2] AL &

CPU / vCPU(x16.0) | RAM / vRAM(x.1.5)
(unit: Number) (unit: GB)
Total 56 / 896 132 / 198
Compute Node 1 12 / 192 36 / 54
Compute Node 2 12 / 192 24/ 36
Compute Node 3 24 / 384 24/ 36
Compute Node 4 8/ 128 48 / 72

a9 3-33 13
= Foll 7HERE 4= 3L
2 JELIE A :
PaaSE F5517] YoM A 22719 <)
ofof gtrh. 17 3-30fA

A8]A<2l Horizon

e ArEs 34 7]
| 2<% ohede] 7)4Et
7t ARE & AEE FAH
Ho Aol M= A 100707k2] 28
g g A=EF A E A oHEe E3 IEheE neHEE
Z5k7] 91t A HAE dolde Ae 0 o Utk shAT Hie o

712H o2 AREHL Sl 8FCR el o]EA o FAHUY £7
Hoes 97 de+s 2 g 5 %E‘r. o] ]ofx %% ofold], £5 £AE
22 & BF AP 5 A
7b A4 ol A= <l
Flavorsg &ol Agdtt, I8 3-49] Eolt Flavorse & 571 Q1A€A A
4 A7e LEAHS HAsH Z|2Aog dAE] Qe Aot Ze¢
= seHes 12 438 S Havors® B8e1] thRe] ¥xe e
AP EAISHA] =t sHARE Aol olF2 WASIAY AR dAS
Beide ereth EAE HA] Al 7MY HEYAL e 34 HEHNR
(provider networks)e} M AH]A Y EQ| A (self-service netowkrs)E AHH
& & A FEA HEYNT 349 3% dolol 2 Mu|aef HERD £
= &ol WestA &8 & Utk AX Au|A YEYAS] e #ole] 3

g
:|
=
4

rE
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AulAz B3 P22 TAEC dAW AW © 17 5T B8 5 9
th ol @elAE Am AWl YEIE Faf ol M UEYIES A

Jote] W= FEoteh. 18 3-4 YELA A & 4 SRl T 3

o] Y EYIZ FA5IATt Proivder HEYT = AFE IP 192 tigog ofZ
glAlo]| A& Aozl At HIE Aottt service-selfservicer PaaS 4% &
L2927 #EE nlEge] £2ZEl(e]l: MySQL, MongoDB, RabbitMQ
)7t AEAR wj2E7] 95 AAl 5ol He JdARAE] AdEE HE
H=olnt. cf-selfservicer= S2H¢= 2E ] PaaS7F AA| A2 o B4
+ "to]aE AH|A @] QIARIASO] dANE HEYIe|H, ofgA 4

goan & o AAdoln 249 BHOR PaasE FET 4 9t

Virtualization Capability

I

Instances VCPUs RAM
Used 1 of 100 Used 1 of 896 Used 256 of 192,000
Floating IPs Security Groups Volume Storage
Used 1 of 50 Used 2 0f 10 Used 100 of 1,000
Hostname Type VCPUs (used) VCPUs (total) RAM (used) RAM (total) Local Storage (used) Local Storage (total)

QEMU 0 12 05G8 353GH DGH 1878
QEMU Q 12 05GB 235GR 0GR 18TB
QEMU ) 24 05G8 23568 IGB 1878
QEMU a 8 0568 47 2GB 0GH 18TE

Dsplaying 4 items

[ 3-3] A+l +5% OpenStack laaS 7Hdst 7Hg 58 &<l 2t
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Flavors Networks

1 Flavor Name VCPUs RAM Root Disk Ephemeral Disk 1 Name Subnets Associated

7 milarge 4 8GB 80GB 0GB C selfsarvic selfservice 10.0.0 0/24
m1.medwm 2 Lle:) 40GB 0GB ] arvice-salfsarvice selfservice 172160 0/24
m1 small 1 2GB 20GB 0GB - Pocivce provider 192 168.0.0/24

Displaying 3 items

m1 tiny 1 512M8  1GB 0GH

] mixage 8 16GB 160GE 0GB

—

OF 3-4] JAA®A A 37 2 M VEYT 1A

Heb 052 AAsof gt Heb OF2 oF

1 Zrgog 4@ ZE(por)it 7Hsh= Ao
sttolt. # 3-2+ 2L oy B SR A9 Al
b 155 AT ARdelth. e oo HiEZEE= 9
2 HQF FAIHTTPS: Hypertext Transfer Protocol Secure) &
Mo AleEo. 1%7] diiol &FoA Soles HSE 54 ZE HoQl
4435 JWofiof btk Wb AE|AS] AHe d¥F FAE &EStr] el
HTTP XE(80) E3t 7fg=ofok et Egt 7H 298, BOSH F4l, Ops
Manager 5412 913l 8443, 6868, 25555 ZEL Jfutajlofstct, 181 &t
9c mede 75 A ABdoz mag DNS A¥ drdEidAE 534
ZEE Zofof QR oA EHglog HES 5 QU

IR A AlAa" #EE XEE= MySQL EE 3306, PostgreSQL E
E 5432, Tomcat ZE 8080, MongoDB ZLE 270170] AHslo] glojo &t
ok F7IR gss AL HIsHAY Hix2E §f HEloldof 23 HIs
of Tty folide= AShel)E o 7Hestth. ol &8skl sk
SSH(Secure Shel)¢l LE 225 7fHsic.

>

e
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[ 3-2] PaaS 5 2 F71A 2] AH|A

A5 QI [aaS HoF 18 4A

o Remote IP
Direction | Ether Type | IP Protocol Port Range Prefix
I Pv4 TCP 443 0.0.0.0/0
ngress v (HTTPS) .0.0.
80
Ingress [Pv4 TCP (HTTP) 0.0.0.0/0
22
Ingress IPv4 TCP (SSH) 0.0.0.0/0
Ingress / 8443(HTTP
Egress [Pv4 TCP ROUTING) 0.0.0.0/0
Ingress / 6868
Fgress [Pv4 TCP (BOSH) 0.0.0.0/0
Ingress / 25555
Fgress [Py4 TCP (Ops Manager) | 0-0:0/0
Ingress / 53
Egress [Pv4 TCP (DNS) 0.0.0.0/0
Ingress / 53
Fgress [Pv4 UDP (DNS) 0.0.0.0/0
Ingress / 3306
Egress [Pv4 TCP (MYSOL) 0.0.0.0/0
Ingress / 5432
Egress [Pv4 TCP (POSTGRESOL) 0.0.0.0/0
Ingress / 8080
Horess IPv4 TCP (TOMCAT) 0.0.0.0/0
) 29t o2He 75 PaaS €7 A H A5
ol Aol A= 28 Z]8F JaaS WiFel AR F=heE= oREE
Aokl PaasE el FUOC TeCelS vhe 48U 4 A,
ggd 2Hoz HoPS uf mHEYE(Pivota)olA Algstal = PCF(Pivotal
Cloud Foundry)& ©]8d}o] PaaSe F5TO=ZH, & 1 Q1 PaaSE

TEE 4 ek WEg A S Heds
PFE AgSlElPts SRl ARERE dadol=HGE A% oIF 3
857 Welsith, Sehec whedes U amedelelt oA gz

Aol EZF A dojdtt. I87] el fAIEa] dis) S235] 227t 5
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oo} gth H 3-3& ol A4 FEHE PaaS HHS AT Aol

(3 3-3] MEE B oRuE AN A5 2

Name Version Detail Note

— Keystone

— Nova
Infrastruct}lre OpenStack Mitaka - Glance

as a Service — Neutron

- Cinder

— Manila

Ops Manager 1.11.10.0 | - BOSH Installer

Platform Pivotal  Elastic | ) 1117 | _ gloud Foundry

as a Service Runtime
MySQL for 1102 - Cloud Foundry
PCF T Service

Ops Manager= 225 oH22 Ax|st7] 9Js] Bt BOSHE +
AolFE mRPA AlFshe BOSH A Qaglsoltt, JaaSe] oigh 7182
AR 9 YEHT AL shH BOSH7F A% o g (director) AAEAT}
A= e Ax]7F Y Pivotal Elastic Runtime ©H|Z]& P=2E &
BOSH HHHE ARgste] 2¢h¢= weddE AAstes k. Pivotal
Elastic Runtime 2= mHgE dA6t7] ¢t A4 td(YAML)=
A S o, e S IeHert e JdARAES T
g 4 A= dEIHo|A

Az = Lt ek mREelE A

FAES 9 BEYS HYL W) A

:6[’_
T3l FEH PaaSel tigt MAHQ YEYT

QAElA g 7t EA5H] o] Provider YIESIZS A QA oI} T
5% laas7h MMFOR FAE 0l glo] PaaS Ea 4| AuAE
lE92 74 A BeE uestel YEYAS Relsh] 98 M e

i
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(CF-router)E& A5ttt 7Hd E’r—orEioﬂh A UER & HA7204
1097 Al A=A Qley, mEE S wEdrt FEE7] HolA=
A 22719 01&"3&7]- A A ] o] oF ﬁhﬂr. ol AFoA= Ops Manager,
BOSH QI~®lA ot F 26719] AARIAE AJgsto] 53k

F7He Y JHe] JIA'EAE= ) HiE Al FQ9t S sh= Diego Brain
St 7, Diego Cell & 7, Doppler Server §t 7Holt}. £73], Diego Cell®] 7
T 9 HixE A AAR FEEHE fHoYEe] AAEE AR Ao 13T
i Bof 7} 3717F £ flavor2 FEEHES AAEo] glom, 7]E Sk o]
ARk o AFoM= F JNE F7F AASHAT AdE QaE s it A
“(index), IP, Persistent disk, VM Type> & 3-4¢} Zth ZE AA g4
< 2 ooy A A Aso=x AAE ZAo|AT AREAL Hdh=
27|12 WA 4 Slth

Network Topology

Resize the canvas by strolling up/down with yo useltrackpad on the lopolegy. Pan around the canvas by clicking and dragging the space behind the lopology

22 Toggle labets | B Toggle Network Collapse

Cloud Foundry Instances

@@@ .® @@ (include Ops Manager)

Cloud Foundry
@ @ Service Instances

I
oo g S0
CF—router@ @ @ @

. Provider

@ DNS Server

(19 3-5] LEAH JaaS ¥ PaaS 5 HIEYZ EEA] 2t
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[ 3-4] WG FeoC mheel wlolag s Axgs A4 A

VM Index IP Persistent disk VM Type
Consul 0 10.0.0.56 1GB m1l.small
NATS 0 10.0.0.57 None ml.small

Ftcd Server 0 10.0.0.58 1GB m1l.small
File Storage 0 10.0.0.59 100GB m1l.medium
WOl 0 10.0.0.62 None m1.small

Proxy
MySQL 0 10.0.0.63 100GB m1.large
Server

Diego BBS 0 10.0.0.52 None m1.small
UAA 0 10.0.0.53 None m1l.medium
Sond 0 10.0.0.54 None m1.medium
Controller
HAProxy 0 10.0.0.60 None m1.small
Router 0 10.0.0.61 None ml.small
MySQL 0 10.0.0.68 None m1.small
Monitor

Clock
Global 0 10.0.0.64 None m1.small
Cloud

Controller 0 10.0.0.65 None m1l.small
Worker
Di Brain 0 10.0.0.72 1GB m1.small
60 bra 1 10.0.0.73 1GB m1.small
0 10.0.0.86 None m1.xlarge
Diego Cell 1 10.0.0.69 None m1l.xlarge
2 10.0.0.87 None m1.xlarge
Loggregator
Trafficcontro 0 10.0.0.70 None ml.small
ller
el 0 10.0.0.88 None m1.small
Adapter
Syslog
Scheduler 0 10.0.0.74 None m1l.small
Doppler 0 10.0.0.75 None m1.small
Server 1 10.0.0.76 None m1.small
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£ PaaSoA AT vlEdlo] 2ZES]
oS AMHL= 111%’5}71 %’4’3& Zkqdo] Fasitt. PaaSolA AHIAE AFS}H7]
AN A

A AlEshke AHlL, AR AElAS B2
(Service Broker)& :rLjTB}Oq I~RAAeL A, T JAA'|AE Fof Algst
+ WH Al 77 SRR olF Aol A= o] Al 7HR] HHlHE BT AR
Shaith A WA e mEE ZeeE s HeoA Algste fEYE HE
= (Pivotal Network) ZHof| J=EEo] Sl o|u|x] WS AREst= A
oty mEE YELF] e AH|A omZEE EF AREA AT
U AL ofHAT A[EA AR 5 Qe AHlAES 8T AS AA
S @E7bA] "estA AR 4 e olfl AFoldE AREA AR
T Q= AHlE F MySQLS ARESHIH MySQLS &% AAAER ZEn

oAA Ar-g-E ﬂ olHH|o| AR ARGE AfH|2olt

Zé—”i 7150l 53] Q= TAY dlolg o] Al P stgreSQLJJ-
221 MongoDBolt}t, PostgreSQL-2 ©]F AofA AA 2 —_;La:?—
A

% BE Qo] BEHM, MongoDbt TZHYH @ TEold 3 el
ZTeeoleE Aot §EE AGH Aux HEAS AH THot]
o WE F AuAR BYSIGORM BEHE BEo] Auliet AFHY
2w ool deleulol A AL AAste AT AFoR FUs
Zt.
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wH oA AlFste]

v
jos

o)

w
=
>
2
o
i
o)
)

MySQL= 7% ©<=d] HolgHolant HX|E]= Zlo] ofd wE et
UEE MY, &% 4442 fIs Proxy AW7E 37tz AAE Ae &
U, AH|A BeA ot A"Ar ABYH AS Sl 5 ok AF
A 2 mlEAee B A AHAR fE55E7] f6 JIAHAS A4S
ow, o] T FHEE AY AH= FF A dlziste] HAProxy AHE
T5oto] FFote= AASHAH
[ 3-5] PaaS Alg= A% nlEdle] davA A A
Persistent
VM Index IP disk VM Type
Services (Provided Pivotal Cloud Foundry)
MysQL 0 172.16.0.51 100GB m1 large
Server
Proxy 0 172.16.0.52 None ml.medium
Monitoring 0 172.16.0.53 None m1.small
Broker for
MySQL 0 172.16.0.54 None m1.small
Services (Custom / Manuual)
GeoServer 0 172.16.0.11 | 100GB(NFS) | ml.medium
MongoDB 0 172.16.0.8 None ml.medium
HAPrOX¥ o 0 172.16.0.15 None m1.small
ZooProject
0 172.16.0.3 | 100GB(NFS) m1.large
Zoo Project 1 172.16.0.14 | 100GB(NFS) m1.large
2 172.16.0.16 | 100GB(NFS) | ml.large

_44_




I 3-62 3R Ay AARE PaaSolA Eotr] flof mEE &
g E mRhe A5 & QEAE IS AR d%E HAEEE SO Al
Z}s}t gF Aoty PaaSE F=ote WHE Ot A4S 4+ Aok oW
ATl AA D F55 PaaSe o2 HH F o = E 4 o A
H QJIARA F uEde] AHIAE AlFshy] fit A" A 1070E
v TR AP AAFETE opd UARFAQl PaaSE 9IRt 7]EAQ1 ARkl
ot JI2EAE F 38HE ST, vCPUE 87T/HE Argstalth 7Y &
S frag= oF 169GB AX ARESHYL Provider AHE IPe} <A
Floating IP= & 1770& AFH&olth. Floating [P~ 2 AH|AR AFEE 0]
flol AZEo] Ao AAE] Ut} HOF OF2 2TH¢E o
2, AHIA 5 oA 27i= v 27 o5k QIa' Ao skt &

o

AR AeE S Y RS S5 SR UEYD B Axgoz ©

9
>

i
it

ale mPEe] U YA, thdet Aulx EG HE AAEAT YA
of PHH ol B AR 100GBE FPete] GF TAF Aulxo]
AL 9T YL BT Ak ol Lasel FEHH Aolv], Paas

od
LI

2  HEYT utd Al2" ERF MH| A= AlFE ook qitt
Aol 55 PaaSolAd e HEHND e AJLag o] ZetEo] gl
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Overview

Limit Summary

. 4

Instances VCPUs RAM
Used 38 of 100 Used 87 of 896 Used 169,984 of 192,000
Floating IPs Security Groups Volumes

Used 17 of 50 Used 4 of 10 Used 9 of 100

Volume Storage

Used 454 of 1,000

(2% 3-6] RY FASE edy T5 F oEAH YT A
A% Azter.

—

2) Z7HAR A A A" AHA 9 o A AA

PaaS o] gtmdowi Jigd ofZ2A ol

gt 4= It} PaaSo] fo] wjxE+E FIH2 =27 Org, Space, App 2 3R
ol Qleh. FEEo] U= FXtoll dish FEet ofu|E Far wjET} Hojof F

o Z&AQl §f W7 o]Fojd 4 SQlvh. 17 3-72 ofdl dAtoA A
U F=H PaaSollA Org, Space, App, AH|A FAAS OIgHo=2 E*‘Q]—o} |
volty, Skl meH st FEEW 7|24 o= System ©|#te= Org 1&
o] /=] Qlrh. o= AAE HEEARl #EE 9o wEofXl T1FolH o]
TE WHoll FF PaaS AAE TEo] At AbE b 4 ok wH
g S HEE AMESHY PaaSE FET A 7EHoR FUlEE

AMujs gl go] EAR. ol Au|aet ies ETH¢E mH oA
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= AWME 2kl QI Ho]A(CLI: Command Line Interface) 2 5 2FQIsfof
PRI mHe A AlFshs 2 E v e 1T AR QIE T o]~
(GUI: Graphic User Interface)& Al-&slFm LEAAILI NES AH| A7 7]
2og FHEo] Qlry. mEEA ARRAL JIE T o] AE Al s 712
Hog vjxrlo] Qe dEol EAGT oyt dE2 EF System Orgoll
ojg] 3XHSpace)E= HlZEC] Qlrt. ol wHEEY JeReE mheddE dX]
& o 371 AAste] A 4 Sk E QIEFo|AE AlFSt e
apps—manager—js o] HjZEo] S¢lom, PaaS A|A® AR HHste
P-invitations, app—usage—scheduler, app—usage—server, app—usage—worker
Hso] STeE rHEE AXT o AFor AAHo. EIt AdS ¥
2lst7] 9t g Ho|AE Mg AFst=t] ©l+= Pivotal-account 5%+ ¢F
o] Pivotal-account o2 vjEE]o] Q. I1FH7] wjREo AFEA} AA Ty
3t WesHA 7 9 B E & 4 Utk

Account — Administrator (System)

nfs | nfsbroker | ‘
autoscaling | autoscale | ‘ Legend
‘ NOtiﬁcations'“i| Notifications-ui |‘ | Org | | space | ‘ app ‘

‘ Pivotal-account | Pivotal-account | ‘ i i @Is)
-_—— ccount - User

system | apps-manager-js |
— . | Public Manager |
| P-invitations | GIS_Public
Fusion Client |
| app-usage-scheduler, server, warker |
RS Process WPs2.0 Applicati
Custom | Mongodb-service-broker | ‘ | S APRICIEN |
-service
Broker | Postgresgl-service-broker |

3 Services it

 mongoDB &> GeoServer

(1% 3-7] #5591 225 2Hd PaaSolA Org, Space, App
Tl mhe IR AP AH A FAE.




Ast7] glal Ax el Qe elelw B A

o
g
U RE A GET 4 e A2t FokR B JlReR Pl
()

H =

Je MHILE SQIsiEH WA YEYT upd AJ2dQ] NFS Au|2, wijzd

ds= HEHZ EY 2 CPU ARl wet 38 2 45 & 5 3=
=

HjZE HEL B% Diego Cell AAEI Ao A oY (container) B4 02 Hf
7L Hol St} 7|2o=m FEE AMHIAE 9 FUAE AP ABAE FF
St7] 9o E85= rlEdo] AZEo] Tt AH|A= 87| ] 14
slojof gith olfl AFoNA AMEEE mEFe] AZEFelR2E MySQLY,
MongoDB”, PostgreSQL’, GeoServer”, Zoo—Project”, OTB”, GDAL"o]t}.
AA AFFEOC] PaaSellA &Est] feF AHIAE FEche WHE A Al
TRz FAEE Ut offl AFolAE o] Al THAE BT FESHH. Al
7HA] W F 3 HoEE AHIAR AlFst] oA siE ulEde] Ax
Ego7t Aol E= JIAEA Aoz o] Fol glojof jirh o 9H
og L mHoA Ay ARAE AFSHAY Aled 5 d=E
3%t 7% BOSHE &l nlEdo] AL’ TS Aoz AYsies 14
g Ut ol Ao EEE= mEde] AREo] § MySQLE mEEC
A Al FEE AlESsh7] miel Ops Managergs &l AHIAE 55131
ot O9 3-82 MySQL AHIAE 53 ATto|tt,

e 4

T

=

1) MySQL: @Z4~ A doJg|o]A (https://www.mysql.com/)

2) MongoDB: EHHE |3 HIPAY QEAA HoJEHo]lA AAF R JSONT 22 524 A7|vtg
EAEE AT (https://www.mongodb.com)

3) PostgreSQL: QEAA AA-TAR dlolgHlo]~ AR R FHAE HolHE AT & e &
Z 71%5& Als (hteps://www.postgresql.org)

4) GeoServer: FARE AZE 4 F/E & Ue Java 7| QEALA AH ADEQo]
(https://geoserver.org)

5) Zoo-Project: 33t ¥ A2] EE WPS Qg Ho]AE AFsts @ZAA WPS ZIEZ 02 Kernel,
Services, API, Client 2 &0 Q12 (http://www.zoo—project.org/)

6) OTB: e AdeAY AT 5 e 7Ise] A" QEAA ATE]
(https://www.orfeo—toolbox.org/)

7) GDAL: 3ZH4E HolHE A2 HgsAY dote JH=Z 2AE 4 e 715°] 34E 4= &
Zas AZE] (http://www.gdal.org/)
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Import & Product

[P  PcFopsManager

& openstack @ 9

[P rcFops manager —_—

[77] 3-8] MySQL AJH|A~ 7% AT}

I 9] dlojgHo]A ATEQo]]] PostgreSQLT MongoDBe| 7%
AMH|A B2 7 (Service Broker)E PaaSell 9§ Fej= vjEst] &8 4 Qe
5 FEoIAH. 29 sedP oA AlFcte MBS AR A2 AH|A
HerA7 dalrs AgE] AlFHAR, ez AHA HaAgE F5

£ A8 4 ot ol AFoA= PaaS 9 S} FEIE HiESI] A
HIAS EASSHIH. PaaS ol 5T A% #E AH|A H2AE PaaS
oA BT 4 ot I¥ 3-9¢ HEY It mr oA Alsshe
Ops Apps Managers 5ol HlZH PostgreSQLY} MongoDB AJH|A HZ 7
Hofl it AFtoltt. service-broker ©]EC 2 FIHSpace)Es A T W
Axg nAdYI 7|gte =z whEo]Z PostgreSQL AJH|A HZHA
MongoDB AH|A B2 8-S ittt o] B2 PaaSolA HiiZH <f
ABIAE HRIY (Binding)d @ HollA AREE 4 Qe A8 dlolEH| o]

Asor AAsFE 9TE she AHlA BEAolrh ¢8IY (unBinding) |

l> ruln 2 A
o 5L

=
=
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Qe dol= doleHlo|AE AAsiFE 7]sk EItEo] St oA st
PaaSolA AH 7t 75t AHlA2 @ EAA Y, MongoDB, MySQL,
PostgreSQL & 4719 Au|A7F 55 A& vzlEY o]~ (Marketplace) &
ol I 4 vk AR B2 HEE nEdlo] AW AZEojE2
HE AMH|A HEAF FESHA] F2 JAAEAA A AFSHES oFrt.
ARg2E Te] 9 FRo] "Wash J9 Mu|a H2AE b LESHY] Algst

Aol ool ARt o A= HE AREZL BEE AE6hA] ‘EMI
ong IR P BE AHA AT Al T al
%EEE PaaS MH|A2 F5512] kot &% 52 fsiM= MongoDB

+ PostgreSQL AH|A9} FASHA AH|[A B =k
T ggotd AR T SHolA 8&S FHiskt £ ook
A3 ARt 42 wixZsh] YsiMe EBx Orgs A4St
Exoltt, PaaSolA TEEE W& HiESH] Qo 8T
olt}, 51te] Org: H(Quota)olgty = Wregls & 5
ou o]H AFAE Orgutct o 50GB HIZE AHEE = A==

ek o] A4 St oy 43 A A4S 59
At YHol= o8] F7HSpace) s AT 4+ Ao
Foll gt wEe] F7]= Org Quota®] Ziotx] -2 AoflA] 7t

Z

A

2

:F..

S}

=

ALY

AoA] A58 A8
S ootk @ B RE @2 HHE'% ‘2111?_ 2} A A Aot
ar

o

%j

o

o

A=}

=2

Ei

r{r

o i
)
-
=
—
o
=)
N
N
x
K
Y
z
>
O
1ok
>,

He

P

N
R=)
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P Pivotal Apps Manager

SYSEErM 53308100 0o

Spaces (6] Domains (2 Members (4] Settings
autozealing nfs notifications-with-ul
A AVICE APP: : Vi
L L
1 0. i) 1 £a 1) 1 p ¢
®0 L]
O Quen, oo - "
plvotal-sccount-space service-borker system
APPS SERNCES AP Lemaces APPY LERVICES
L .2 .
1 *o. 10 2 wo ) 5 st
L] L] L]
i Queta o uota 3 rle
Services SPALE j RUMKING  STOPPED  CRASHE
- 87 o 1]
service'borker © 2 w
App Autoscalar
Scabies bound appications in iesponss (0 [gad Apps (2} Services Routes {2 Settings
\ MongoDB
e A simple MongeDith service broker implomentation Apps
H"'SQI Status Name Instane e Memary Last Push
MyS QL databases on demand
® Running MONEodL-sanvice-broker 1 LGB 15 days ago
PostgreSQL
® Running  postgresal-chsenvice broker 1 sl2MB 15 days age
PostpreSQL on shiarvd imstande

(13 3-9] PostereSQL / MongoDB PaaS AH|A = A},

A 3 A PaaS 7|¥F AR L

Bl
N

EICIRES IR I

57 }7@5 A Al2"e AFs] fsiAEs dolHE Alastste WY A
glohe Wiol dis] WA A ofof fith. FXHPE FofolA ARREE= AE
dlolEE2 24 HWE et dos=z F2E 5 Aot WH HolHe AdE ¥
gz AsEH H, A, woe=m o]Fod dole=z ¥WHAH(POL: Point of
Interest) AE, 4 55 3L 4 Utk gukdlelA AlsE de 7A=(CAD)
Al glolg] o+ %91 DXF(Drawing exchange Format)S2 AHF &ALt
R WEy otdrxe]| 3t Shape g2 AlgEcth HAE dolH
oju|z] HlolEztal = 4 Stk Ut Ak MuH|Xof|A Bo] AMREE

e of o“
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Ak B 944 A= HolHES A2 55 4 Ao, ozt HolHe o
Zo] HolHss BY JAor HdAY 7HgEol Agste Aol drkil
A AFH= d2H 92 dolHe omx] ol Zul F &4l Qle
TIFF(Tagged Image File Format) @& Alg=™ URE TIFF @Alo] 224
Sl HHRE TSt GeoTiff FA o2 ALt o]ZA AFHE wH, 7

2H HlolHe A4l vtz AlZdetd = gle FHC bl

o
[t
o
&
[
ol
N

2ol olE Azt AL Aest Bastch FF ALH BT S
Mol BEAL 1T 4SS 5 BEGE WP 8ot Ao] F1s
oh B2 AN 9 BES A AA el AT, 719, detel Holstn 9 A

O Hog ZAER A BZE2SE A 7139 OGC(Open  Geospatial
Consortium)ol|A]  e]stal glom, il AMH|lAzE @ & AH[A
(WMS: Web Map Service), ¥ m* AH|A(WES: Web Feature Service),
A AL Y AHAWMTS: Web Map Tile Service), ¥ A7 AH|A
(WPS: Web Process Service)7} 2ltt. o]3|et EE2 FIAHHEE Wl Al
stetAY A off S E] digh 545 HlolHE Akl AlZerd

o

U TRl dis] 7esty &8 4 J=F QIEHIEo|AE
olg|et JFE Adof T &R ¢ UEF AlFote LEALS AXE oS
o] EA|xo] Qlrt. WA, Hlolg A4S flo HlolHE st A 6T
E ATEolZ2E GeoServer®t MapServerZt 1o, FIHARE g ES
H AZEQOZ2E Zoo Project, 52 North, PyWPS &°] it} o]ggt A
EfolEs &8ste] oA dlolEE AlAdslstAY Aejtosn Fe 4
Jolut &-8Ado] gHE 4 qrh

A Aa"e AA 9 F=5S o gsof st A|AF Flolol= HlolH,
S0l AZE], nlEde] BlEzYA ofEYAold, AREAF E H o] A
T2 4 ook 28 AaE B8R, G 54 wet b 4o ool A
el 4 ok o|¥l AFtolA A " FFH FHAE AP AAHLS BA
715l tigh Al&aH”o7]= B &% AA”S 7Htor B4 Jlse A9
T J=sE HEAd dis) sty 187 diZo] 2E gololEe] EARt
o= 78 otell SR AIARE AAsHH T1F 3-10% 19 3-112
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giolg #ofols HeoleHo]Ae} nted AJAgo] Eeotx|o] glom ulEg
of AmEYollE FIARE AL Ao 918 2rEGolEe]
EFHol gk dolEet Edel £ZEQeIE & o BEHoE B
o] Bz 2 olZal Aol o] F7he] 9IXska 9lom RESTFul APl HH4o
2 AATozN og Zdto|dEA Hsle] &8s 4 glct Zgto]dE
+ oAl dutstE HTMLSE &85t AREAPE HolAE ookt FdS &
& oEs AT 4 Mu} TN AT S glel Ak B Fekes
#g= T AclHerRE 7 ol Wil e 2ZEC] B o&=AlelA
of gffoltt. At B RE #olo7t E2 =24 StEHlA
HEE AAskE A7 dif2eld. Z2Eud dol olole ¥k st=

HelE sl dele] AMz TEETL Qe oled FEE A9 St
Alago]l EAY RS A A yHA] ALFeE BE JdFE €
gIck. st 19 3113} Zo] FekeE pPoR WetHMA BE Y
Edlol FHQ ddadiz F5T 4 9len ol miolaz  AH|A(micro
service)9] 7|zt B 4~ Qitt B2 ufo]3 2 Au|A @R AlZstr] 95
Ae 2t Jdagant S5 oz dAEojol sty ¥4 Qe JAEAES
Az A5 sl o|Fol Ao} srr BiIEs} obd 4 it S o)

FAStoz ) ZF AlAEATE FAAS SFHSH &

— T-—— -1

Joi

et

.l

30,

o

RES

rlj

o,
O
&
[
4z o
[



AR Ael mEgo] 2nEgoleh BAlste] AN Helshrs Qe
ol AL S HEUL oZeAold U Arols F A A w9l
gt

ol¥l Aol Mt PaaSeld AZHE AHlA F F7HERo] Sake wS9o]
mEgolel SR § EE AZSt Auet ) EE Az AHe] g A
~% 95 A2EAE AA 9 TEIAL ALstgrt E, nlolaE ©

g Bz ojZeAoldnt A Qs Zeteld]
PaaS §lel WZsl/] S5t WAlet 7% ARE Aejshant.
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D AR 9 BE AEA 15

FURE Hopoll A AR EE dlolel: ollA HiE AR 4 gl dlo]
ElSo] ZAgit). olagt HolHES oA Asede yasle] Az W

A5t s OGCAME FHHE ) BEFS AHolsto] wjxstar
MAF oz wWol &8ET QIth(Zhao et al, 2012; Lopez—Pellicer et al.,
2012; Klug and Kmoch, 2014; Hare et al., 2017). o]& AAZ FAI
AAZ ofg] A8 B QEAL ATEFo]E0] SA|E o] Ut} o] Aok

9
%8s 4 9t @Ess 4MEYYE for AiHE T
=
Z

ra

+ ARt glo 2 B
ot SHEEE AASS o+ e LEAL AZEoZ2E gEAHO

GeoServer®} MapServerZ} ZA gttt AT EQo] BT AR gt Al
st 9 EFEQ WMS, WIMS, WFS 5& BF 9L
ERF ZAGEA BE8S & Sl golAdAE At Q. off dAelA =
GeoServerg &-85to] FHAE 22 AMB|AE FdshH=H &-85tA; g
SUREE ADS] A #E dETolrz WPSZF AR WPS
AA| A AZELo]2+= GeoServer, PyWPS, 52 North 5
oh. @ #ZF AAS AZEol® GeoServers AESHRY] wZo] A
GeoServers Argotd HT 5= ¢ ‘4 SEA|RE ofF Aol A A xE
F A2l AZEol= Zoo ProjectE® &85ttt WPS= 2259t 1.00] &
4537 o] &85t At AFEo] dFEEo|th(Rautenbach et al., 2012;
Giuliani et al. 2012; Castronova et al., 2013). OGCYAE 2015¥ 2.0
7519 (Mueller and Pross, 2015) oo tisl] #d ATZEo]EL utg}
7kl Q= FAlelth 2.0 HAeE Jro|ErHA HF7]A] AP WAE
2ot olef FRE QBT o]A ApgFo]l F7HE QI GeoServerJ 785 of
0 7fgto] 5| o]Fofx|Z] AT Zoo Projecte] 74 WPS 2.0
of gt azEe] o] ¢HsHA F4%o] UtHZoo Project team,
2017). WPS 2.00] diet 28 #d A7 ¥ Aelzs A BA A o]
of gt A8 % 4% S dit 3 A7t 7"‘—’“35} uem HAL 1.0

A48, 20 A48 Al A2 TR $7b & o e A

i
N

filo
R=)
N
(@)
JZi
r°1'

_57_



£ EoFAT (&AL 2017). =8 S d4uhe Hi WEA] WPS 2.0=
Agstde W 2 23S detdna & 5 gioh SHARE HlE714] 2L
27 WAl dit Moz s & o AT A2 242 T 5 %o &
Aol Wi FHel A Fi deBz ARAA Y2 AB|AE AST
4 Qith 183 BFS 4801 Sl AZEe|9] A TS HmFo| HF
7150l AdE Aer gEER dAnpsa] #MAFs A 9 F57kss.

= AgshFe Aolt. AAl AE

Zoo Project= Ao tigh e Ho]lAE
oM He * = E

2 4 A5yl Yot ATEYAE Fr7t2 AA|5t] Zoo Project WPS 2.0
A2 e Ho|Aet AAste] AA| 3 AE IS

T
12
k-
i)
)
FA

7hH FHEE A BEE A9 AW Hloly &7 =

T5H SHHE ) BEE A4S AHe GeoServerg -85
GeoServers= AP} &4°] ¢ ofZgAeldold. 20179 10¥ 7€l
2.11.2 HHo] ZEA|Eo] glom of¥l AFM= 2.7.6 HHE &-&3I3H
2.77.6MA2 Axet FAlO] 712 &8 7hset ¥ BEE AHAEE WMS-C,
WMTS, WCS, WES, WMSo|tt, F71dor f 52 opzuk TMS(Tiled
Map Service)= & 7}soltt. WAS(Web Application Server) FEH|Z =
ol Q7] "ol FAEst7lole AA =W o] gty PR A2 AH]
A S5 &8 9 BE AHARE WMTSeE WESelth, WMTSE 91447
HE AZtelstr] 9ol &8sk, WFSe 3P EE AZ3lstr] Qo] &8
sttt & #EE AAS A7 FEEHW ARS HolHE Y=E sfofstth
GeoServer= ot ©9] Hlo|E T oftje} HlolgHo]A T HolHx 2|
gttt dlojgHlo]AE Z7[EAHO 2 PostgreSQLS Aoty ZHI10S Fof
OHE dlogHo| Ak F71e &4 QL

olfl TN HAEE fdfl 71E HolHE the Eot &8skt &
AR Ao Y Z7F 37 AR Z=(http://market.nsdi.go.kr)oll A AE
Sh= A= HlolEE ARESHH. =71 3%t AH ZHo|Ms SRS



tlole & "9AE Te A #HE oz Algdlse & utAlolth. A
| 2 A9, B wEFER, 8 A

5ot T e oStk oS Hloly F kEYTA AAAEER
Ae, E293 dEE=, 71293 S99, 7127y, 793

A=, AT, |9%, A1) 5 1150l gt HolHE HH Hole=E the
2T ol ARRE 4 Sl dlolE 7t EARtt ol ol A+= Shape 1<
E P e EEETA AAEE A EE
PostgreSQL / PostGISell #7sto] GeoServeret ¢
Aol &8 HolH § dFE A=A F+ &
A HE Ho|HE WFS= AlZtalet Axfoltt, AREH #AH Holg Et
HE HolHE ARESEIth 19 3-132 HAH dHolHd AE4FEE 9
= AHlA WMTSE &-8alA AlZeret Aol ARERE HAH Hlo]
Landsat dloJH & USGSeF NASAZE 2|7 A€ HloleE 7] fof &
e r FPH dolgolth ol S 2 H AT ¥4
slal @tk Landsat 1%¥ 87Fx] HAEQIY ZHAE flojgHe=
USGSolA AlgsheE EH o] A (http://earthexplorer.usgs.gov)S 3l W& o
olHE A #AM % o=t TS 4 Qi AT & Ut FHIole
USGS 2| 229t HFH laaSE AlFsty Sl obfE @ AHIA(AWS:
Amazon Web Service) | A% S3(Simple Storage Service)E Fdfl Landsat T
o|HE t22Ed 4 EE ATt ITHAWS, 2017). o AolA &
|5 H2AE HolH B 7P ol WA Landsat 8 Yo wE ATk
£ ALt sl A= A9E AT 5 A== FURE 2 @b ZdE
Hre 9719] HlolHE ddste] shte] HolHE F/dsitt. ©d HolHE
g-goto] Aol &8 4 YAT, IUelA= BAHE f14d0] EAstaL
HE Hfoty glenz dutEx] ik HolHE AHAT 4 glenz
Mt AAE A= Hole T F7%o] e HelHE F/4dste] HAE
Sttt Landsat HlolH& & 12709 =R FAE Qlot. 15 AFE &2
2 A 7heer ZHARA Holy et A Wi+ 2(blue), 3(green),
4(red)Hlolct. AZSHE flside o] Z7HAEA He1e] HES &85t o
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ElE 7gofiof gttt 28 FF AP A Hole AL E fldl 7HaE dHolH
= AZPEteet ARG R AZ2HolEE FA BASte] Ao &8dE 4 Urh
AHEE HlolHe 9RE < o 20159 29oflA 34y}
20178 290flA 3¥S VFEor Z9H 03%%% 285ttt FAE 40l
7] gl TY dHtel RE AHE FFE 4 gleBE 9 @92 HAG
diole & 7P +5 " B2 52 &85t &85 dolgo
gt GAl Aol disiA= & 3-60] st dlol" g5 9 ®l9=
g EE 02¢€o4 03E Atelel A
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el =
== f=
+]

a B

=] =

=

Scal 273K 14135022.31145, 4522029,80014
seoul_sig Scale = 1 2738
fid  sig.cd sig_eng.nm sig kor.nm o

seoul sig.1811110 Jongno-gu BEF

sig_eng_nm  sig_kor nm
5 4EEER

[19 3-12] GeoServer 3P E WFS AlZtel A} (a) A2A] A,
(b) MFA A,

Scale = 1 : 4m
Citck on the map to get feature info

Scale = 1 :4M 14361404.39309, 4119314.01952

Click on the map ta get feature info

[23] 3-13] GeoServer WMTS A|Z+st A3} (a) Landsat 8 20159 2-34
RGB #1=, (b) Landsat 8 2017 2-39% RGBHIE,
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(& 3-6] A3 AH8H Landsat 8 dlojH 1/4HS 9 #YF Ixnt
Landsat Scene Identifier Ac?li?rae J Scexéeoilroud éﬁ:ﬁfy

LC81140342015043LGNOO0 | 2015-02-12 0.41 9
LC81140352015043LGNO0 | 2015-02-12 6.72 9
LC81140362015043LGNO0 | 2015-02-12 0.28 9
LC81150342015082LGNO0 | 2015-03-23 0.07 9
LC81150352015082LGNO0 | 2015-03-23 0.01 9
LC81150362015082LGNO0 | 2015-03-23 11.55 9
LC81160342015073LGNO0 | 2015-03-14 4.69 9
LC81160352015073LGNO0 | 2015-03-14 0.9 g
LC81160362015073LGNO0 | 2015-03-14 30.62 9
LC81140342017080LGNO0 | 2017-03-21 86.76 9
LC81140352017080LGNO0 | 2017-03-21 21.74 9
LC81140362017080LGNO0 | 2017-03-29 1.96 9
LC81150342017055LGNO0 | 2017-02-24 4.08 9
LC81150352017055LGNO0 | 2017-02-24 0.54 9
LC81150362017055LGNO0 | 2017-02-24 1.22 9
LC81160342017062LGNO0 | 2017-03-03 24.12 9
LC81160352017062LGNO0 | 2017-03-03 1.76 9
LC81160362017062LGNO0 | 2017-03-03 2.51 9

Image Quality(9=Best, 0 = Worst, =1 Image Quality not calculated or assessed)
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HAE Ao ©d] AP JA”A spuE st

ATEJO Hog [4 L7
el A = AlFshH= HAProxy AHE F55to] & Al o
g RJIARAE Qs olFA F5E B2 laaSe] A= SHis)
o7 gt tjo] JIA’HAE HE 5 & o|F oln|z|gfste] et Zo]
3 S o] EYF [aaSe] QE AAYY AMH|IAE Fo o] 7HsStth Zoo
Project+~ Z7| Zoo Kernal, Zoo Service, Zoo Client2 Wt Zoo
Kernalo A AAZ WPS 2.0 Aol 9= Capabilities, Execute, Status
Result®} o] Ao Hast QEHo|AE skl Ut oA o &
a3t ol EAstEge HAl AT & Q= 7leE EdE] UA
ottt 1%7] o] Y JAAEA YR Al AP e AnEe] ®

garE|go] ZgEolop gttt AA HAEE ol ol AFelAe OTB

rr

sl FAHFERE ALY 5 e Jlee FEsHH. IH
a1

ES
-162> AA| Zoo ProjectE 5 WPS 2.0 43 ZAi}o|rt,

W

i,
N
e}
o
-
s
=}
=
9
=
o)
=
o
ol
o
kl
30,
rir
N

=
2 7[Bdoz XML HRRIdoe=r QA& SHTth of¥l AFoA HAE
=2 A7 75oz2E OTB A 7|5 § +%4 F=(Edge Extraction), F4F
S 3t (Mean Shift Segmentation), G4 7K means) 715 GDALS <4
o
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A FEdlof gttt ofl dFoA= RE 7leE AR AT 4 Uk
£ FEOIAT A o] Tste FU4S 7 Sls) AHbE E8oto] §
T 715 =& Zoo Serviceo]| AZASIALY.

1%3%&%W7M1ﬂﬂ7h~%€ﬂd_$%ﬂ & 942 @ 2 2
@

et 48 FtE°l wpsiinputs ﬁﬁ AHrlo]l Q3 A" & =5 ko o3
M wpsioutputs 3 AWEo] ok AAl & #t dxotx] $e AS
ZEfo|AEof A AREA}

SRS WollA A4St 9 APshr] T ¥ BF ¥ AZE S
PaaSollA| &-8st7] 9Jdll F=olth. 75 A4 HH &g =0]
NZyetstAY A2 uf AFgE+= WMTS, WFS, WPS+ R5% 15 URLYH
= 7K ARG e I 4+ Stk WA S
PostgreSQL, MongoDB®] 7-¢- AM&AF @7of wtet Bk dlo|eH|o] A7} A
dEofof stal yEjEofof dttt. 7] wiZo] MH|A BEAE AA 9 F
=03l F7Fotdth. SHAYE GeoServer Y Zoo Project®] A% T URL
Ago) sl AN 22 WS dadh gn ke 9
GeoServerol|l HI°|HE 23 AU A& ft dalelss A4 830
A AEA BH2AE o] B HA W FE5te] Frtstho] Zﬂ%'ja T AUTh
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Zoo Project
Instance 1

Zoo Project
Instance 2

HA Proxy

Zoo Project
Instance 3

(1™ 3-14] HAProxy 8% Zoo Porject JIAEHA LA,

Request URL: | cgi-hin/zoo_loader.cgi (POST)

Request Data: | <?xml version="1.0" encoding="UTF-8"?>
<wps:GetCapabilities
xmlins:wps="http://schemas.opengis.net/wps/2.0"
xmlns:xsi="http://wwww3.org/2001/XMLSchema-instance”
xsi:schemalocation="http://schemas.opengis.net/wps/2.0
J/xsd/wps.xsd” service="WPS" >
</wps:GetCapabilities>
Response Data:[ + <yp5 Process0f fer ings>
v <wps:Process wos process¥ersion="1.0">
<ows: | dent i fier=0TBPROC. EdaeExt ract ion</ows: |dent i fier>
<opz: Title>EdgeExt raction</ons: Title»
<ons ' Abstract>Raster data edge Extraction</ows:Abstract>
<oWs:Metadata x| inkititle="Metadata"/>
<fups: Process>
v <ups:Process wps:processYersion="1.0">
<ouws i | dent i fier>0TBPROC. MeanShi ftSegmentat ion</ons: Identifier>
<ons i Title>MeanShiftSeamentat ion</owsiTit|e>
<oz Abstract>Raster data MeanShift Seanentation (Smooth)</ows:Abstract>
<ows ' Metadata x| ink:title="Metadata"/>
<fups: Process>
v <ups:Process wpsiprocess¥ersion="1.0">
<ows | dent i fier>0TBPROC. KMeans</ows: | dent i fier>
s Title=KMeans</ons:Titlex
<ows i Abstract>Raster dataClassification based on KMeans</ows:dbstract>
<owsMetadata x| ink:title="Metadata"/>
</ups: Process>
v <pps:Process wps!process¥ersion="1.0">
<ows! | dent | f1er>GDALPROC., CrophasedShape</ous : |denti fiers
<ops ! TitlexCropbasedShape</ows: Title>
<ows ' kbstract »Raster data crop based on shape file</ows:ébstract>
<ops:Metadata x| ink:title="Metadata"/>
</wps: Process>
<fups ProcessOfferings>
» <ops:Lanauages>. ., </wps: Lanauages>
<fups:Capabilities>

(28 3-15] WPS 2.0 GetCapabilities 8% 2 St olu Ay}
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Request URL: | cgi-bin/zoo_loader.cgi (POST)

Request Data: | <?xml version="1.0" encoding="UTF-8"7>
<wps:DescribeProcess
xmlins:ows="http://www.opengis.net/ows/2.0"
xsi:schemalocation="http:/Avww.opengis.net/wps/2.0 ./xsd/wps.xsd"
service="WPS" version="2.0.0">
<ows:ldentifier> OTBPROC.EdgeExtraction < fows:Identifier=
< /wps:DescribeProcess>
Response Data:

vaups:Process0fferings xalnsions="http:/feww opengis. net/ows/2.0" xminsiwps="http:/fy
i tschemalocat i on="htto://wew . opengis. net/wes/2.0 http: //schenas.opengis. net/wps/2
v <wps:ProcessOf fering process¥ersion="1.0.0.0" jobCont rolOptions="sync-execute asyr
v <upsProcess>
<ous:Tit le>EdgeBxtraction</ows: Title»
“omsiAbstract>Raster data edge Extraction</ows: Abstract>
<oms: | dent i fler>0TBPROC. EdaeBxt raction</oms: |dentifier>
vaups: Input minOocurs="1" maxboours="1">
<ows:Tit le>The map of digital map</oes:Title>
<pwsiAbstract>The map of digial map</ows:dbstract>
<ows: ldent i fier >SHAPE</ows: |dent i fier>
»<upsiLiteratDatas, . <fepstLiteralData>
<fwps: Input>
vaips: Input minfocurs="1" max(ocurs="1">
<ows:Tit lexThe map of Raster map<fows:Title=
<ows:Abstract>The map of Raster map<fows:hbstract>
<ows: ldent | Fier >AASTER</ces: I dent i f ier>
»<ups:LiteralData>, .. </wps:LiteralData>
<fupst Input>
vapps: Input minOccurs="1" maxOocurs="1">
<ows:Tit lexchannel<fous:Tit le>
<ons:Abstract>channel (helpil)</ows:Abstract>
<ows: ldent | £ier >CHANNEL</ows: |dent | fier>
» <ups:LiteralData>, .. < wps:LiteralData>
<fwpsi Input>
vawps: Input minOccurs="1" maxOccurs="1">
<ows:Tit 1e>RESULT FILE NAKE PREFIX</ows:Title>
<ows:Abstract>AESULT FILE NAME TO DISTINGUISH</ows: Abst ract>
<ows: |dent | fier =USER</ ows: |dent i fier>
»<ups:Literallata>...</wps:LiteralData>
</wpsi lnput>

= 2T

[ 3-16] WPS 2.0 Describe Process 83 9 St dX Ay}

2) UARE AP A A2 AA Y oex

EsE PENY SHSE mete 75, FeheE nede Aus 7
%o B% ZeH9C PaaSE AT 91T Aolth ol §F A2E B

9 A2E LA o]BA FEH PaaSE AHESHT
AL T ERO FgE A P ArEe A4
F@81o] Paasel MlEIATt. Paasel AL wEa] AL B A w3
AR PaaSeld WE 5 21olS Algafof

A
%

O|

gt WA @ gRelE 9 Agart flenz A HolHE msfo}

r oF
o} uteF Az dlolgl7F 2T AHS JaaS E

= PaaSolA] Algsl= HERA
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BlHo]2otste] He AASoF bt Al HiAl Hlo]EH|

2 o]
2 El uEge] £NESOIE AT A9 F HE F uIg SPED

2 37 (Space)ol A AHGEE AMBlL FHE ml2] mpetssal lojokeltt. o]
Aol A B FE5E F AIL"EE PaaSe WA AAISHE R olE

7h BHRE D FRAlE §F Az 9 ALY A

& A7t 9 A2E 39 7152 Open APIE
04 #700] wH AFo +hel, U
B AER Aztsleis 75} 2R
goto] Aztstale 7152 AR @ Asde] AHSE dolHe A%
gloje] F4(http://data.seoul.go.kr)o|A] AFSk= Open API HoJEE
sttt 3% HlolH 8 flsid= Alsstke 719 Open APL A=
E(End-Point)el] Hiet ZAZF Basttt. A &9 dloly 39 3¢
B Al Al O™ 3-171 T2 dgoez —_,L/HHE} JEAoZ BE J|Tto
g%0] Open API Al52 sl 1= EQJIE(End-Point)E AFSch 1
of stetnly Aoz AREATL Hdohs dE = AATeEZHN HolHE
HiS 4 dnk 71EAer 7] g, §F FA, dold ool Hitt @2
EA ZFEEE FHof Qlth. AMaAl 49 Holy e Af o] e B
URI Aoz AlFstr] dwol FaA" 2/gds5te] a3stes ol QU
ok XML(Extensible Markup Language) T+ JSON(JavaScript Object
Notation) HI°|HE ]85t @Ast= 4= AR npAet F4dez o
ole] MPE ASH B = ot o]FA =AM HE= 7IHer wid
= 245t AREAE AR SRS S 4 UAEE A2"e A5k
AAAR] ALK 242 #F 3-71 22 204 FAHSUT 4 AlAH
2 Geo Data & Open Data Management Server(GOMS)eF ¥ Zeto]dE
(Web Client)= s 4 ok €& A1Z% 9 Al2" GOMSell= 35l
BHE g 4 Qe dAEE QIEIe|Art ZtEo] Qo] g9t AlZEl

e/

2

o oo rit oio

%H:l
_2

41 = oo dn,

3

el
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PaaS HiZ A] 747t EPA0R FFEEE A =] ek, GOMSE A 7]
Hto] AxE] HE(Spring Boot) ZHAYIR F=H A olZgAo]Molt,
55 HelHE ¢4 ARt 25 AFsor £35t7] flof AAER 2tolBy
2l H=(Quartz)E ARFESIA ] HEo|lAE Any FEo|A 2| Yst
= HView) % F ThymeleafE E-8st3ct. /WE27F 213 RESTFul API
= sto] 23 dloleE BT 4 YR, I AREAY] A AR <l
1

1

o
o

1o

gmo] A7} Al E|ojof ghrt. ThymeleafE 7]8Fo = A4S A EE QIE T
o|roX= FA £ T & TlolE Hitt AHEE FEHCE HojFal
T4 dlolg gt F7F ¥ #weE #HestA & 4 Aok T HHE dE
gioJelE AlZteted 4 Utk PaaSe] vz Zo]7] wiZo] GOMSeA ZQ
g nlEdlol AnEQofo ticie € 9 o dis FeE A ?—5—91‘3}.
GOMSE &% PaaSel| vj=Z= uf v} Y= (Buildpack) o2 H|EEHE = 7]
2 AR ot A Ego|lE= &4 HTML, JavaScript, CSS¥H= ;E%
SiA REEOIX Sfol]AdE 9 ol &Aool *}‘9“1} AEHo|AE LAt
7] 98 Bootstrape ARESHRA FXHYE AjZtel 9l AE AZFSHE $15
OpenlLayers f D3 zto]BH 2 E ARt AlFA <l

3-182 EAEkHAH. HiFE qgelx Wol &8EHI Sl Hdel
MVC(Model-View—Controller) m{glo=Z 7]& AdAEo] ¢low Data
Collected, GeoServer, MongoDB, Scheduler 7]5°o2 FE3I 4= Q. W
Qo A EE] View, Controller, Model(Service, DAQ)4&=20. 2

T oA E 55, ¥, dM, AA 7150l FEEo] 1o, GeoServer
+ AFE ool 55, AR AAo] gt g TS ¢ 3= 7lsel T

A" A= 19

o] Aot MongoDB AAl £ dlolg HAAE AMstAY, B4 =
Ao = glolgHE AMsH:= 7|50] FdAEelth npxuto 2 Schedulerdl]
At Quarz® Fo ks Al w3 33 dolHg WAz agshn
ARshe 7lse TESIES TRl vk Bl Ame] A Aup 7o)
MEWS et wEs} ol T ZefoldEe] A9 HA mI(HTML,

JavaScript, CSSTHS &85 7] T Static =S &-83F 87} o]F

ol
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ex) Seoul Open Data Plaza Open API Request Pattern
http://openAPl.seoul.go.kr:8088

/key

/xml

/TimeAverageAirQuality

/1/5/20130615
Key Response l

Format

r Service Data Range -
End-Point Name Number or Date (Option)

[ 3-17] A& €% dlole F% Open APl s 24 Ay}

=

[ 3-7) 37 W gedold 8% A7s 9 Aad 94
System environment Version
Web framework Spring boot 1.3.3
Geo Data & Sif;i;l;r Quartz 2.2.1
Open Data Template Engine Thymeleaf 2.1.4
Management
ST Need GeoServer
Need None-Relation Database(MongoDB)
Need Relation Database(PostgreSQL)
Language HIML :
Script language JavaScript ECMAS
Wieb itz User Interface Bootstrap 3.3.6
Mapping library OpenLayers 3.10.2
Chart library D3 4
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Geo-spatial Fusion Web Application

Collected Data Management |

| Collected Data Visualization

5

*

'DataCollected | GeoServer | | MongoDB | [ Scheduler
- registerData - getlayers - findall - register
- managerDtata - getFeature - findAllField - edit
- queryAllData - getURL - findSelectOne - delete
- queryMName - getValues
- deleteData - query
DataCollected GeoServer MongoDB OpenData
- insertCollected - createWs - findall - requestData
- editCollected - Remove\Ws - findAllField
- allListCollected - getLayers - findSelect One
- selectOneCollected - getVectorPath - getWalues
- deleteCollected - getFeature - query
' DataCollected GeoServer |[MongoDB | OpenData
- insert - getGeoServerURL - search - getISON
- search - getLayers - insert - getXML
- update - delete - get%ime
i ‘iR PostgreSQL JDBC Driver FL)
€ spring g
) QUARTZ Jackson JSON, JDOM Open data in Seoul «

& GeoServer @ PostgresQL

. mongoDB

Third-party Software / Database

(17 3-18] ¥4 2 F3HolH &

sl
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W) AR A2 A ALE A

FAR A7 QU ALEE 8 R ALY FA AR A S]]
sxe PE mAQ9az TAsL A 9 Aage] A9 £ pele
T AZASRE e AAY Aeel SetoldES FReEA R A AHel
SIEREERE

&

ZEOIETL stur ARl FEEHESE AASHIH. ARE-H
A2 B 3-894 & 4 %ol GOMSe}t A9 sttt 5T AR} & of
Uz Az 9 A|AHES AL WebSocket2 AMESHITE  WebSocket-2
HTML57} "I REHA 857 AZE 71& 5 stuolty. 7|& HTTP 4l
= 7MAsh7] it o =w 7]1E Pull Ao did §4 ZrEEZS 47
Al ¥rAlol push @Alo@ AZa 2 9l y]Zo|th. WebSocketS Z7HA
wofe]] &85 At A= Kim and Lee (2016)= 53¢ E
o7 weEstr] Yol 7ol dieh AlFe AP skl AA =
7lgto 2 WebSocketo] gt 84S YFotFem, o AFoA=
WebSocket& A7 A SpoldEA 84S ¥ AW HolHE A
FollF= Aol obd AW AE7E MBS o AFor SEoldEA W
AR dElFr] s E8EHAT Ay Aode Ad9dE A

s 28 ¥ EF WPS 2.0& &8sttt WPS 2.00+= A& AHE &<l
& & A= AH Qe o] A(getStatus), B} IE|H o] A(getResult) 7 EA4 S
ok ol A AHoA o]Folx= AR ZTO|UNEE A7t HIUEA
sheler Wol glth olF A7t gmEW ZEO|JES A dHF7] Ll
WebSocket 7]&-g& &8s5to] A7} ¢aEH Zo|dEdA &
WA AQEstelnt. A E & B¢ B2 Aol dEl= A9rt ok o]

A

HE of

JP>
2
o
19
i
i
>,
3

d A diHste] WebSocket 7]y WPS 2.0 H['57]4 HAe &8§de
BN AMEARE At & WEA] f AaHe] HE5S /AT 2ot glofd
o A AAED SERIRIE &0 FolHE AWM= A AJEi7t fA =L
RE A7t Bud HelHE ATE & v FHLR BT oA ofA]

=5 AN,
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[# 3-8] WPS 2.0 7|¥F 3XHgE 2] A|~H 2

System environment Version
Web framework | Spring boot 1.3.3
Scheduler
Library Quartz 2.2.1
WebSocket Stomp 2.3.3
Remote Sensing | Template Engine | Thymeleaf 2.1.4
Processing
Server & Client Markup HTML 5
Language
Script language | JavaScript ECMAS
User Interface Bootstrap 3.3.6
Mapping library | OpenLayers 3.10.2

O 3-19¢ A9 AR A Aa"o ditt AAwolth mpTIA| =
MVC fgog AAH-ES FLASHI T WebSocket, Scheduler2 =3 Yy5A
¢l dlolE weE o]fofZ= As AT 4 Utk 7T o=+= WPS 2.0,
GeoServer, WebSocket, ProcessStatus© 2 = 4 itk WPS 2.0 7]5&
WPS2.0 I Ho]A~E QAT o ULs SEo|AEfA T2 QIAE °}m7ﬂ
7135 98-S it GeoServer= §¢ 9 A|AHY ZA5HA Holg &
= AZAgFstAY HlolHglE HWote = 7|50l EASHH, WebSocket %E}O
AEA Q@H9FS End-Pointd]] thet 7|5 AW oA WebSocket PushE &
A o #7150l 2AEO Ak ProcessStatus= AP FF AHE
I = A= 2AEY 71F0] A o] ¥ AlAHE &FF WPS 2.0 QIE
A5 H REs ARlA 494 AR SECIdES FE5H] 't 1

=

Y2 ofZgAoldes &89t 4= 9l & RESTFul APIE 75}

—_

—l

L 3%7) Gl SetoldE AL WPS 20 EFols AFS BE

o}
Aotz g 9 Axg AekEe] aRgoRA AHGN AuE 44

>



Remote Sensing Processing Web Application

|| |WPS2.0 Request || Data Visualization | |Process Status Comfirm | |
| |
WPS2.0 GeoServer WebSocket ProcessStatus ||,
| - getCapabilities - getLayers - message - findByJobid
| - execute - getFeature - deleteBylobid |
|| Tgmmes - getURL WS EndPoint - findByUser |
I - status - wpsstatus |
- result | | |
== = !
|| [ WPS2.0(ZOO) GeoServer Scheduler
| - getCapabilities * - createWs » - registerSchedule |
- execute - RemoveWs - resumeschedule I
| - dismiss - getlayers - stopSchedule
I - describe < - getRSPath < - deleteSchedule |
- status - getWectorPath
I\ - result 5, - getFeature g 4 |
I ¥ * '
|| | WPS2.0(ZOO0) Genj::;r rURL - getGeoTiffFilePATH I
: | e -g rve - getGeoTiffFil
| connectionBindingXhL : getiagers _ getShapeFilePATH |
1 - getFeautre - setDelete ... I
| | |
I GeoSpatial Q spring ‘4 FPostgreSQAL JOBGC Driver I
I elysten / @auartz &1 Jackson JSON, JDOM |
»
OTB Process GDAL Process ":? ,
- Classification - Crop : GDAL
- Edgefira mﬁ“ rfeo Tool i
= Emoocith : Orfeo ToolBox @
foo Project
Third-party Software / Database '*b GeoServer

[Z17 3-19] WPS 2.0 &8 3HHE A2 nlsdo] Alad AA .

9 33 wlold 8§ ALE AA A el ogmz A
7] o] thakst Alxgl AA xS MlEsh] 99 G Ael @ A2
e s} BeleldE ohiz Faeiel AAed FHE Asd
Paasell HZY w) At swre] W= .
A2l 9 NSRS 8 Wit SRR ARe SetoldE: AAEA
g 5 Qe 722 AAHI,
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A 4% FAAT 9 4% HAE

ol oML 3ol A7 R TET laaS @ Paase] ¥ AuIAS Hm
& Antg st @ Aulat A4 474 2 75 Ao $F FA
B Hopld Moz B8E 4 Qe 4R 2L FF dold §8 9 A
A"} QAR e Axgolth, Paasol @ ALES wjEstal SAl 7t
A QoA AEHE AHAEESYe] 2EEYO)SS Heldsrelch Au|s
TEUHel wet uielge] dEr Aolde sty MR 9 Aol Hhe
s F5 ol ANE slstdrt. shato g Feres Aus dejet F
BEEAAT AE ofie] 8] A% HAES SAstAT: B ATelN &
W5l A% HAEE Paaset aaSE Fd WESE @ 27 Holrt EA
. QWHoR [aSt M WAle]l AW e wEei deE AgHw
Paasc Aelo]e] Qo] WiEEE Fejolch. olejst oldo] @ AT A I
g HAEA] g A HAES A F owA, s HAEE 2
g AR AAde] ALEHL BEmdYaR @A) Pasz A 9
§ A7k AW Folth. THAR Hopeld AT 4 g AMAEL AR
2 54 A2 4 Yonz WY /14 A8sAe U A% de FAL
sl 2 wast ook ek cheket WAoR AAde AAS: FEstel A
A 7% Pew AU FRelL HAE AZEYME i) A% HAES
Saystdct

1) PaaS 7]5F FHEE Q4 vz B AH|A wRely A3t

oyl @tolA F5H Paasel 2 mherlelo] 4 FE] A
LR aAz 7Y AL E § Wag Ausd fa) srlgshs
o] e Pg wjESts MRS DHeid. Fakes Berel CLI FHol



%l cf pushE &l w227} 7F&stth BlZ 2 cf bind-service CLI FHoE

F 4-12 o] Wixzd o SeE
s ZAFor miAE= dEd EE5S ARt Aot Z|EFHer
ATdlFe BEde 9717F £t} StaticFile2 HTML, JavaScript, CSS}
T&ots WEWo|t}, Java WETLE Grail,
of Br mHYYIE AYsh= Lol
e o5 FYUSH] 4 dolE AYsh=

™

—

(& 4-1] St E oedE Ale 2=

Buildpack Position | Enable | Locked filename
- : Staticfile_buildpack—cac
Staticfile_buildpack 1 true false hed—v1.4.11.7ip
Java_buildpack_off 9 ) fal java—buildpack—offline
line e a%C 3, 18.zip
Ruby_buildpack 3 true false dRE\]?iI .%I?EE.CZ{?;Ck_CaChe
. . Nodejs_buildpack—cach
Nodejs_buildpack 4 true false ed—v1.6.3.7ip
Go_buildpack 5 true false Go_bull.dp ack=cached-
v1.8.5.zip
. Python_buildpack—cach
Python_buildpack 6 true false ed-v1.5.20zip
. Php_buildpack—cached
Php_buildpack 7 true false —v4.3.38 zip
Dotnet_core_buildp 3 true false Dotnet—core_buildpack
ack " —cached—-v1.0.22.zip
: . Binary_buildpack—cache
Binary_buildpack 9 true false d—v1.0.137ip
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T5E S9E gRude] ofd dAfolA A E FAIL FIHPYH A
2] oZAeldS HiEsHH. St wpE Yol e wjaxe o Hjix
= ol o Al A8S 9o manifest otdo] B Q5T manifest A7
o2 YAML Aoz A=l ot sjEste]al o= 9 2449 Ed
manifest.yml Td-& Adste] A T wjashd GA o A qfo] HjaEE
%z e A Sl nhere Z|2dAe Wi vizEoh A wpdol
Fow HE URL ESH oz AL UHE'.—Oﬂ manifest TF¥-& AJ/4Jsto]
HjZ5H71E @Skl Qlok o|fl AtolA wjEgt e F Al At 2E 9
o manifest TP F 4-28} o] AY4Jsto] 18}% T/gol s HjEd
UEE AFolglet. Axgy 7|9ke] or fpAE] Q= F
glolg] 93at A el AAET oHAR ol A AJAHL

7|2 oz
2GB=® A5ty HTML, JavaScript, CSS2 FA4H Zeto]dE H2 1GBE

AAsnt, WET o4 glo] Ho] BheES Eal Auls 7PseA SHels]
gt W 71 WHSl pore AAskc ol HHE We o] et g
gy mEs} amoa Az FEHEA Slsts dgor sxey mg

= B2 Flolsiy E} ]°1E94 AL nginX(Engme X)AEeIHE 55
7] HiEe] 80EER TF RS gttt gl YHORE port 94011

process, httpE AES 4 ot htpe GET HA]o2 URLES 8733
of ol fl=HTTP 200022 ¢ A7t ev A ]"/} process= °1E&H A
oldo] TCP dZ4& Alsstal UA| k= = At

Al ZBHE gelett

S
hi

(& 4-2] 2=49E oeojE] vi2  manifest A%
Health
Name | Memory Route Tl Tigae
public— 2GR pubhc—manager.app.192.168.0.0.x1p Port
manager o
client 1GB client.app.192.168.0.0.xip.io Port
wps2 2GB wps2.app.192.168.0.0.xip.io Port
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I8 4-12 v E 95| BAE Orget SpaceE AASH Aufo]

k)
o
)
o

H A AARE 8jEZsH7] 99 OrgEs GIS_Org=2 AJAdsttt. ol g4 44
H Org HHl= 5 i F3to] A3t WA, 34 H 2 -7 folH
S8 A|2H dfo] vjxE F7to g = GIS Public ot} 18|11 YR A

A A|~E=l o] vjExE FZES RS Process©|th. GIS_Public 37tolls F 7
o] g}t = Fjo] AH|AE AFRSETL RS Process 27ro:= 3 o] iyt &
7he] Mu|AE ARG-RITE
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oA AR AHIAE FIRRE Aafolnt /\W]i% 7
Plan2 A%< = Qleh. Plang AH|A F5 A AREAZE MBIAE ARG
dolle= Aer AP Plans AAshsaol w=t AH]A AL
of e TE & 4 Ak AE =of HolEHols AH| Ao ARGEH
& Plan ARG F3F A7)0 gt W)= Spacenttt AHEE Hlo]ElH| o]
glolE2o] A A7E At 4 Aot olF A= AdHH
fI5 Plans AAskA] &4 A|gt glo] AMEE 4 Q= Planth=
public-manager®t client -2 FU3F MongoDB o] EH]o] A0
g8k Aol AHstt, AH|A ARG 22 OrgZt obd Spaceol @t -2
2L e FE MHIAE FROHES Hodl. 1F 4—301]*1
ot 4 9J%°] public-manager 2 PostgreSQL¥} MongoDB AJH|A
g1ttt shAT Clientol A= @& #lsi A== PostgreSQLE /\]'
09 glemg  MongoDB  AH|ARE  HRQIQSITH 125}
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ess D engintruder v

ORG QL

—
GIS_Org GIS_Org 7cersoce 143

Spaces (2) Domain (1) Member (1) Settings

GIS_Public RS_Process
APPS SERVICES APPS SERVICES
e ®1 S —
2 5 2 l o5 2 Add a Space
L] e
6% of Org Quota 8% of Org Quota

(19 4-1] oRE Z2h9E or2r e 7yl
Space 874 2t

_,4
ok
)
o,
HL
e
=)
Hel
il

gt Org /

SPACE RUNNING STOPPED CRASHED

G[S. Public: ®2 = &85 @0

Apps (2) Services (2) Routes (2) Settings

Apps

Status Name Instances Memory Last Push Route

® Running client 1 168 4 days ago client.app.192 Oxipio @&

@ Running public-manager 1 2GB 4 days ago Rty public-manager.a @
Services
Service Name Bound Apps Plan

MongoDB opengdsmaobiledata 1 free - default

by
PostgreSQL Collection 1 Sinfinity - Basic PostgreSQL Plan

ole &3 Te| 9 Az}
°

[1%] 4-2] GIS_Public Space &7t 9 F-2
SUNLI ERAR =S L Bl s

=

it
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APP
pub[ic_manage[ | ] ® Running VIEW APP [

Overview Services (2) Route (1) Logs Tasks Settings

Bound Services BIND A SERVICE
Fostinesnl. Collection

MongoDB
*.:,—._. i opengdsmobiledata

APP
client B @ Running VIEW APP[]

Overview Service (1) Route (1) Logs Tasks Settings

Bound Services BIND A SERVICE

| MongoDB

opengdsmobiledata

(2% 4-3] B4R 9 ggole §3 v 9 Azst F W A
A7 D AEs 4 A

4

2 A2 w1 e Adtoltt, FPE ﬂﬂl % /‘li“%ﬁiﬂ RS *1':119} =zt
OJYES HLR FEoHA] ol she] o= AAS. I87] iZel 1
—4oflAf el & & QLRe] MiEEE f i shueltt. AMEEE AH|
ostgreSQL SR AREStES Ho{Qlh F7HH o2 o AelM=
nEg Sl mRHIE Axsh lEoer FAE s AEad 2
Ei?ﬂ‘?:lﬂie SR A7 4 ALage] vijigste] 5 Wae &t
b ettt 3" 455 SRR A2 @ AL"oA A BlE | A
HojEnh FHEE AT gelMde AAR PostgreSQL  AH|22F App

I
Autoscaler AJH|AE 856t 7S golst 4~ gt}

>
M
)

ot
=

il
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SPACE RUNNING STOPPED CRASHED

RS Process ®: ®o0 ®¢

App (1) Services Route (1) Settings

Apps
Status Name Instances Memory Last Push Route
@ Running wps2 1 2GB 4 days ago https://wps2 app.192 168.0 8.xip.lo [
Services ADD SERVICE
Service Name Bound Apps Plan

m App Autoscaler AutoScalerWpPs 1 free - standard

cr
@ PostgresQL WPSinfo 1 SInfinity - Basic PostgreSQL Plan

[C17 4-4] SR A=) f v A}

:;;)52 II' @ Running VIEW APP[A

Overview Services (2) Route (1) Logs Tasks Settings

PostgresQL
:@ gres0 B ) WPSinfo
App Autoscaler
AutoScalerWPs

[C15 4-5] SPE A= f w2 A 8 Aus A

PaaS 7]¥F ¥
HE HRRIES Autg QEAAYR AB|AE HRIY & 7[E2ow HIZA
StE]o] Qtt. 19 4-6014 & & Sl%el WU AREAR IEHo|AE Fo
ol &3 4 glom AAY &+ Qe 7Iee A ME FAEE Utk
Ad WA A-T 4 de Ade=s Ha/3d Jads A Agolth 11
2|3 CPU Utilzation, HTTP Latency, HTTP Throughput Al 7}2]¢] A7
A Tt FEEHE As AT 5 Utk

a9 4-72 AA RE AAY AH|A7E FEE Atz AARE grol B

Yol wijzd HolY7l F7Istal thA] gast Zojtt. @& AAd HAEES

O[l



Qe HTTP Efigg o2 BEu 25 A4 9 AAEE AR gRIstA
t}. CPU Utilization®] 20% 2F& 7% A2EA AHA 80% olFYd A% <l
AEIA AP og AAsgom A 107/07HA] AR AAsHTt ol AH
A AR 7PEH Aol BAEE Aol ofd HHol HAlor BAhEER AP
Aatgo] i whE S ZRIPoer 7MY SeEE SOl dotA =& W™
Jo] o]FojXit}, £Fo2E ¢ QIAREAS FU1e 4 glon, x7] AAH
grol obd mmeju gA3 P BiFst JAARAS 719 & 9l

AR AE A FE AR TY 4-82 ol PostgreSQL AlHIAE HQl
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wps2 wps2
ENAELED [ @] ENABLED @

INSTANCE LIMITS [ edit Edit Scaling Rules

Currently Inuse: 1
Apps scale by 1 instance per event. Apps will scale up when

- any metric maximum is met and scale down only when all

Minimum: 1 Maximum: 10 metric minimums are met

SCALING RULES 7 edit CPU Utilization v @ O delete

Metric Low High  Status Scale down if less than: 20| %

CPU Utilization 20% 80% Active

HTTP Latency 400ms  800ms  Active Scale up if more than: 80 | %
ot HTTP Latency | @ O delete

SCHEDULED LIMITS ¥ edit

No Scheduled Limit Changes Scale down if less than: 400 | ms

Seale up if more than: 800 @ms
EVENT HISTORY Percent of traffic to apply: 95% ©

No events recorded.

HTTP Throughput v O delete
= view more

Scale down if less than: 0| /s

Scale up if more than: 0 /s

canCt‘l m

(18] 4-6] App Autoscaler AH|A mjyz <lgH o] A,

P Pivotal Apps Manager

;;psz ’ZI D ® Running

/] engintruder

Overview Services (2) Route (1) Logs Tasks
Events Last Push: 12:34 PM 10/06/17 Scaling
== Scaled app instancesta 1 Instances Memory Limit Disk Linit
1/11220: .26 M LT 1 268 <] 168

=+ - Scaled app instances to 2

T 0201 at 123552 P
Instances
" =11 Memory Disk Uptime

7z Scaled app instances to 2 0 [ SELOMB 1553948 10.d 3 he 51 min

.07 PH UTC

- Scaled app instances ta 1

10/11/2007 at 1 AM UTC

5+ Scaled app insta
10/11/2017 at 3.

-=  Scaled app instances to4
- at 11 0447 AM UTC

S¢
10

5= Scaled app instances to 6
T 01201 at 110302 AN UTe

(1% 4-7] App Autoscaler AH|A~ F5 A},
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=] =1 Databases (6)

| 755e3865-3303-4893-06ab-88da01d64ef3
| e34068d5-be48-4ec2-ad46-6fd78354cd17
| pcfmaster

\8_postgres .

| serviceinstanceid servi planid organizationguid spaceguid
character varying(200) char: character varying(200)  character varvlng(:l)o} character varying(200) |

1 |e3-1068d5—be-{9-—4ec:~ad4£%pg postgresgl-basic-plan 2e38f4%7b-3aae-4Sdb-bliS-TERBEERESS3E 1 ERY ] |

[#-1#

|

2 755e35885-a30a-4585a-56ak- pg rostgresql-basic-plan Ze38f5%7b-3aac-45db-bi jeEkiadkis Tl B EaT=g 1Y |

L

Credentials 5

B

PostgreSQL
WPSInfo

uri | postgress//755€3865-a30a-489a-06ab-88da01d64ef3:4qq12f82 1 5c4343cL

Credentials %

PostgreSQL
Caollection

ur postgres:/(e34068d5-bedS-dec?-ad46-6fdT8354cd 1 T-abjeTndsol kpleve

(2% 4-8] B $F A2 % el Axd Aux @ze] e
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PAL RUMNIN STOPPED  CRASHED

G!S Public ®*2 ®0 ®0

Apps(2) Services (2) Routes (2} Settings

Apps

Status Hamse Instance Memory Last Push Route

@ Running  client 1 168 Sdays ago hittps:/felientapp. 192 168 0.0.xip. o (4

® Running  pubilic-manager 1 268 5days g0 hitps://public-manager.app. 192.168.0... 4

O% 4-102 44 dolglo] Higt ARE 55, 74, Aot Q=]
2oty g5 dlojg] URL d&l-g BA% off SRI=EE Aoz =gl
E, 7] 3, &9 EW, AH|A o]F, HlofEl ®I9] Fo] Stk olHT ARt
7t H42 AFelei AAde2 Agtel ot 8T 4 JEE Y
AejFlo| 2ot} 7| A AAR o]y 3ol et AAES A% 2
A% 5 Stk O% 4-112 39 92 Hol"HE &I 4 e HolA]
oltt. HlolEHE AHEstH e Gyt 5502 A o] F HYsh=
g7E AdotH #3H dlole dES I 4 Stk AS g¥ dlolE #
o] e tFEE HloleE JSON PFAleg Fgoh= Zo] 7ottt 197]
el ¥ dole= JSON 63*4012_ A= AA gelHgE ¥x 7}gst

o
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2.168.0.06pio/management

@ QA sach TB RO R =
m.

Collection management of open data ~ eneeresencwe

_amn R -

info. of Wa

Time (unit: Provider
Name of open data Provider Collection end-point minute) se Edit
Provider URL
Info. of Water Poliuition Seaul Open  hitp//openapi seoul go kr 80BS/ 1440 Edit
Data hitp Jidata
Collection end-paint
tnfo. of Air Quality Seoul Open it apenapi seoul go.kr 8088/ BO fitp Jioy 8 Ed?
Data S [0 ]
Time (unit: minute)
Info. of Wealher Seoul Open hitp ifopenapi seoul go-kr 6088/ 90 1440 Edit
Data m
= = i 2 74382 TAljsonAWPOSInformation/ 14150/
Position of Hospital (WGS) Seoul Open hitp /fapenapl seoul go kr 8088/ 1440 Edit
Data m
Seoul Hangang(river)
Position of Weather Seoul Open  http/iopenapi seoul go kr 5088/ 1440 Edit
Observation (WGS) Data Dol
Collecting stage
True v
Request type
1SON -
- |
| 4-10] AR 9 FaHlolE g9 A7 4 oy e dEHelA
[-11:!410]01_]_—01:‘:]—7<00 E HX H E1_ L]_E .

e Qsearch 8 4 A D@ =

Data visualization (source)

Step 1 : Selecting open data Step 2 : Selecting date of open data
@ Collection
Manage! Process

Show result

¥ Visualization

[2% 4-11] 24 E 9 FFdoly g9 A2 ¢ doly AlZs]
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public-manager 42 PaaS AH|AZ AH-FE+= PostgreSQLT} MongoDB
of F% dolg #Y % S FUSIEE EoFE e T o]0t
MongoDBoll A& 33 HlolHE SeoldEfA ARgste] FHHELL &
goto] AlZtetd 4 Sl d ZtoldE dEHolAE clinet o= HE A
Aotk client Y- https://client.app.192.168.0.0.xip.iocE &l A& 4+
AUt g & S2EOIYEE FF HOlHE AERLR AASE 4 lon ¥
b &R} miAste] AlZeket o ok 117 4-12% ARl SEeldE
Q1 wHo]z]oltt, A= Z|Hto = QIEHo|AE /ISR 17 4-1304 B
1= A 2ol A AA dolel(OSM, Stamen 5)2F Ui ©Hlo]E(Ho]dxE,
Ma k) W73 A=E AYstes 445 Ak ujg golBgd=s

OpenLayersg &-&5t31th.

=

o
o rr 2

SPACE AUNNING STOPPED CRASHED

GIS Public %2 & ®0  ®0

Appsi2) Services (2) Routes (2) Settings

Apps

Status Name Instances Mamary Last Push Houte

® Running chient 1 168 5 days ago hittpsy/ clientapp. 192 168.0.0.xip. o [

® Running public-manager 1 2GB 5 days ago hetps/fpublic-manager app. 1521650 [ |

& OB et app. 192.168.0.0 g doyxamplrtfintogratedExamples/finker o 48 +F A O R =
Integrated Visualization of Geo-Spatial Data and Open Data - Geo-Spatiai Web Tech Lab in Hansung Univ

_ - . %8 |

Geo-spatial{GeoServer/Open Data)

- aus

- _—

| s G Dl

Open Dala

E}

T

Malchang Aftribute

>

|-
-

©

[Z17 4-12] o] AlZpe} So]AE 4 Route 29l B 9 AEH o]~
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patial Data and Open Data - Geo-Spatial Web Tech Lab in Hansung University
Zus = = - i

Info. of Water Poliution

provider: Seoul Open Data
‘Sooul Hangangivar walsr pailvian sarice

Period {Start) Pencd (End)

Info. of Air Quality

provider: Seoul Open Data M

Sacum EANOATEM I Kares Searen Key (O days) ern T

Info. of Weather. i

et B E—

‘Saoul Waathat 1 Koves

Pasition of Hospital (WGS) Ll iy Ve (¥ )
provider: Seoul Open Data

Position of Weather Observation k
provider : Seoul Open Data am
Sroul Waathar GIIATLIN Go0loEEn a z

{3
H

5 e 1
(WES) as
>

g

=
g

I 77 7 7777

[ 4-14] Flole] AZ3} ZeollE 9 dA AR AE A7,

& DR hitps//clientapp.1 321650 Do examples/integtatedExam plesflinkerExan € Q search o 4+ & QO 8 =

saoul_ g

Open Data

TimeAveragedirQuasily

Matching Attribute

[C1% 4-15] Hlol¥ AlZfs} 22toldE ¢ SR (MLR) 9 35
dlolE(PM2.5) 8% A2+t
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2017/16/10 04:22

W SR 4 2E 28 AT A= A 2y

A A w2 Ais 49T Ay 9 AL" s sl dish gelst
At AL T AP 9] B AHel SEoldETL SHE] FEEHL QL
o AE fIsll AP ¥ AHSH= HolEE PostgreSQL AH|AE 2§
Shaith. SXPEE A o ISk oAM= https://wps2.app.192.168.
0.0.xip.ioE &l ¥ AEHO|AE AT & Qlrh. FE FHAE A AH|

20 A A= 7o m AH|A H% ©7F diFfoloh Ae f FE Ae
A= HFALE 7IHer MuA7t FEEEe AS O 4-17°04 29 =



UTE AZ 7]5o2e Holy AlZtet SEoldE 3t FASHA ohefet viA
AEE AlFsty AE o] A== 2olols A™T & = dHloly =
o] ZAgtt. o] flolg& QJIARA 7Htog FEEo] 9l PaaS AH|A
GeoServerg &l AAIZFC = HlolEE HolZ 4= Utk A gellA] A|Zts}
& 4 Sle HlolEe A=t AlE A< #E dlolE, Landsat 8 TlolE =
7heE 20159 2017 914 9d= AlAetd 4 Aok GeoServero| Al A|5-5t
4 2F2 &8ste] 9Hg golHEe WFSE A|ZstEv, si2d gojg:
WMTSE A2t

SPACE RUNNING STOPPED  CRASHED

RS Process ®2 ®0 @0
App (1} Services Route (1] Settings
Apps
Status Hame Instances Maemsary Last Push Route
® Running  wpsi 168 Sdays ago hitpaiveped app 193 150.0.0.kp o
5 1
T it/ wpsaps sipi e vEa 4+ n 0 R =|
isualization and Processing based on Standard of Geo-spatial{with Public Data)
_— »

HE

© ™ | Open Street Map

[O2™ 4-17] A8 A=l f F= &< & A2 4 Ao,



TUHAE A7 o= HAEE 9 5 Wl 7He] A9 75 dHTo|AE
2195t gl WA ZAR &8 AZEY0]el GDALS Zoo Serviceol
52 GDAL Cropez HloleE st

oty Y] Al 71x]= BEF OTB AZE{olE
2 13 Aoz OTBA AFsty 9=

LG TR A S R 5 s

Aol FASHAH. B 4 dEHolA £G4 WPS 2.0 EH o]~
Z Describe ProcessE E4f g 7150 ozt o1& #H4 HAHE drolo}l 2%
o2 e YYLL 4 Y=F IYHes TS 2] YR I
Zoo Serviced| 70| F7t=EE et dutER] QI o] AE F/d5k=T]| °]¢
=°] flek. % 4-180Me AR A2 oM Alsstl e A
Ael 7% 223 J)5Es Jel SPe A Bas @5 4 e A
HojA7} AdE AE HoFal Qi

OTBPROC.EdgeExtraction OTBPROC.MeanShiftSegmentation

Input Paramelers. Input Parameters Map Area

. o |

s ASE SELECT INPUT|
OTBPROC KMeans GDALPROC.CropbasedShape
Input Parameters Input Paramaters Map Area

ASE SELECT INPUT !

PROCESS LIST USING REMOTE SENSING » OTBPROC. EdgeExtraction
PROCESSING LIST » OTBPROC. MeanShmSegmentation

OTBPROC KMeans
OPEN SOURCE LICENSE GDALPROC CropbasedShape

(17 4-18] SN A2l 4 A BF 473} @ @5 A4
NEEDES
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Satct, sigio] ol ol 463 7]

i)
07
filo
N oM
~
&
5
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2
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i
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N

3
Running A7} A2j7b =HA {AEHLT STt @77 ' 7% FailedE
it o4 glol A7t mRE|EWH Succeeded2 WHAEE AS &
& o Sk olERt AHle AEYE 73skes Execute QJIHEO|AE 4
Sto] Hhetkl= JobID #= ¥ o= ARMESh= getStatus QIE T O] AE
o EE el o AH HEkE S ¢ R S E AT

TdstRe 1 4-19].

s
s

i %0,

of AH&AF QIEHo] 2

PROCESS LIST USING REMOTE SENSING »
PROCESSING LIST L

OPEN SOURCE LICENSE

PROC GDALPROC. CropbasedShape

JOBE ID:181bb386-ae73-11e7-814d-fa163ealace2

START TIME:2017/10/11 10:47:9

END TIME:2017/10/11 10:47:13 |
; )

'

PROC..GDALFROC CropbasedShape
JOB ID:181bb386-ae73-11e7-814d-fa163ealace2

START TIME:2017/10/11 10:47:9 m
END TIME:2017/10/11 10:47:13 )
d_’-’":ﬁ_“‘"“"—— = .
4-—"';_;_-__ Rq_q_x"“'-i o,
PROC.GDALPROC CropbasedShape PROC GDALPROC CropbasedShape |
JOB ID:181bb386-ae73-11e7-814d-fa163ealace2 JOB ID:181bb386-2e73-11e7-814d-fa163ea0ace2 |

'START TIME:2017/10/11 10:47:9
[END TIME:2017/10/11 10:47:13

START TIME:2017/10/11 10:47:9
END TIME:2017/10/11 10:47:13

Failed |
[T 4-19] WPS2.0 I Ho]lA 2| A =4 AlZ3} Qg Ho] A
" 4-20 AFAHE WPS 2.09] A % shtel H57]4] Az QA5

A O A #Pe e Ae FAsHn FHEE A2 FolAe
A

JH HeE 2AIER ShelBYdl H=2E &85t 4] Zoo Project AH

(!
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o getStatuss 3l &5t SH AF7F Acceptedof| A4 Failed, Acceptedo]l
4] Running, Running®4] Succeeded = Failed2 AFe] W3t/ dojd uf
BHE AFste dHlolEHo| o] Fa AF R AEHE {dHo|lEsty o|E

WebSocket EAlo 2 Zto]AEA Push otr},

PROC_-OTBPROC EdgeExtraction
JOB ID:bafb33fa-ae74-11e7-93f9-fa163ealace2

START TIME:2017/10/11 10:58:52 m

END TIME:2017/10/11 10:58:58
PROC.-OTBPROC MeanShiftSegmentation

JOB ID:686bdh3a-aeT4-11e7-8408-fal63ealace2

START TIME:2017/10/11 10:56:34 m
END TIME:2017/10/11 10:59:28
PROC :GDALPROC CropbasedShape

JOB ID:181bb386-ae73-11e7-814d-fa163ealace?
START TIME:2017/10/11 10:47:9 NS
END TIME:2017/10/11 10:47:13 & '

(27 4-20] o5 A= A &l 23,

I8 4-21904 ¥ 4-247A= HERE AuE e s F4ste] Zs A

A7 shele Aolch Azl 15 +3T 0 9494 Gl o) BE o

olHE AT 4 1 9 AHT 4 Stk F9S A9T fo= A=
el Eelits A3 st 9 AT 5 e, GeoServerol A7
HE bolHE &8 = ok HH dlolE= wWel 3 obd FiE A
E #lo]ojE At E5o] PROCESS BolE ©oll A= F7tee. F7t
H glo]of o] F2 oty -AHYP-AHHAHAA| co =2 mtdrgo] P of
olfe] ¢ @A 21 7]5o] g7l wWEol tmpUser2 YA ZAddfE2

Holtt, A2 23 golHE GeoTiff F2122 GeoServerd] AHzoz 5=

o AH8AF= GeoServerell 213 F&sto] HlolHE oz
A ofEFAl AN E &8 4 Qlrh. WA 7 4-212
201549 14 F4 Hlol'E A=Al Aol disiAvt &lst7] s GDAL 7]
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58 Agstel A2 Avolth Qe W4 weA 94 dolgs} Hasiy
A2 gdodo] st Aol Wasith A Aelo] tid Awe AW Map
Area HEo] A2 Aolg Bz FHe AL GeoServero] Aol
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[e}]

Filtering) 7]'5ol Zet&o] et A FE5 £PY Mol 9L HETo]
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Shict. o]ef o] AHH Hlo|HE AZste] Him oA T WA A2 &8

4 L &= AT Mean Shift Segmentation €al2]E-2 Spatial,
Range, Threshold, Maxiter & U] 7] g8 <= whi=c} npz|e} 2] 2
=2 398 4-24%= K means &1 8= £3st Aot} K means &1lg]
& X3t Training Set, Classes, Threshold, Maxiter 4] 7} ¥4& x& Hh=
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GDALPROC.CropbasedShape

Input Parameters Map Area

user

- @R bt/ ot app 192163 0 xipin v o n
/ 5 il / |
; A e ;

L] - 1

=4 [

s MM L

KOREAZDY

4f  trpUser.Cropbaseoshap

-Crope

Cropoasenstiape- 201 71006035022

nape 2077100

(18] 4-21] GDAL Crop 715 A= ZA}.

OTBPROC.EdgeExtraction

Input Parameters Map Area

R Parts(Oraw)

20 : JE N -

xpia

ew

KOREAZ017_3_STRETCH_3857_NEAR -
KOREAZ015.3_RGE_STRETGH_38:

{mpUiser Cropbasecshape

IMpLIsEr-Cropbaseasnap

tmpiser.CropbasedShape-o
USER-Cropoaseashape 20171005.130812
USER CropoasedShape-20171006-150839
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OTBPROC.MeanShiftSegmentation

Input Parameters Map Area

usER | pmplise

nasren g 174011105747 E

(719 4-23] OTB Mean Shift Segmentation 7|5 #2 A},

OTBPROC.KMeans ‘

Input Parameters Map Area

user

RASTER

skarE
AW 100 L 1 |
- DR spio & S et LI
CLASSE 5 isuaiization and Procesasing based on Standard of Geo-spatial{with Public Data)
WEA w 1
{ | . I
THRESHE 0.00001 f ]
i / ras e |
MR 4000 -

YT

(18 4-24] OTB K Means 715 g A}
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‘34 - =
W dlels A 71sdz At A¥e|tt. Landsat 8, 2015¥= A= do]

HE AR ol= offl ) A& vlE7]4 AE Algshs WPS

sl At emEE gobr IEHo|JENA Pushs
%

SCIFETL HEol Hol A @2 ARLAHE HES Side W A

Azt S SAT 5 o 28 Qadce] oE A9 S, g
Z =%, Aol ga Aol wet A AL gold & 9k 13

4-29= AYE ST duSE AN TR OARRS
o}, Edge Extraction A2lE L HA 2o dis] At A=z F
AlZke oF 58 AZ, K Means A8 E3F 57 HL Algte] 3Pt

Mean Shift Segmentation®] 7% 7Fg ©2 AJ7to] £9%H AS Q1T
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N
50,
)

3 gl Vizualization and Processing based on Standard of Geo-spatial(with Public Data)

[1% 4-26] =4 ©lo]e Edge Extraction A#| 2] ZAx},

¥ Pl Visualization and Processing based on Standard of Geo-spatial(with Public Data)
- % = 3 b 3 e

e
[18] 4-27] =Y dlo]8 K Means A7 g A}
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Visualization and Processing based on Standard of Geo-spatial{with Public Data}
ATy F L, :

-
[

™ impliser-MeanShftSec

(1™ 4-28] =W dl°o]H Mean Shift Segmentation HA| 2] A}

FROC..OTBPROC KMeans
JOB ID:16f7b240-b3c6-11e7-973d-fa163ealace2

START TIME:2017/10/18 5:23:42

END TIME:2017/10/18 5:26:58 |
PROC.-OTBPROC. MeanShiftSegmentation

JOB ID:fd9033e6-b3c4-11e7-83e2-fa163ea0ace2

START TIME:2017/10/18 5:15:50

END TIME:2017/10/18 12:17:23

PROC.-OTBPROC.EdgeExiraction
LAYER LIST JOB ID:f18b09a4-b3c4-11e7-a628-fa163eadace?
PROCESS LIST USING REMOTE SENSING ~ » [START TIME:2017/10/18 5:15:30
PHOCE SR LT , END TIME:2017/10/18 5:20:46  ©

W

OPEN SOURCE LICENSE
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Bl AE oA AREE AZEels eEasz Wol AMHAL 9l

T HAE AZE0Ql jMeterE -85 jMeterg AREE o A&

A2l Y822 Thread, Ramp-Up Period, Loop CountE Z435}o]

EE 35}t Thread®s SA] AF8AF 5 @5, Ramp-Up Period
o

L AbgA) o BEe St A7t 7HAS wEith Loop Count: E|A
E ™ e}

oX, _\‘D, Fli‘
O‘F rlr ox

121 Tigt Akl & Al ZEAle] gt

Aldg|es AR AZE 9lsi Zast
g Zro] Falclz 37@8}—: WPS2.0 8%l Describe Process®} A
+ Execute @Folty. @Fo| st Thread, Ramp-Up
Period, Loop Countx= E 4-33} Zo] FASIHT. Al 71| Aoz
F71 9t R Threads®] 7H4=olty. Ramp-Updt Loop Count= &
At o]FA FEE T olfErE Al ARAE S7FE i A|AH
it 24 sH WHelE #lshy] fsiAeltt. HFoR HAE He AN
Z} o+ Thread®?} Loop Count®] Ho=z ZAAE™ 300079, 50007, 7000

o2 FEE 4 ok sHARE Ramp-Upe AAstA7] wi2ol &A1 A
%l}—rl‘: 3600%(1A1ZE)  QtellAl HdstA EuiE]o] A7t "ot 122
2 A AR digt gk TRt k% Bl AE Axfo] aotEth

[£ 4-3] A% HIAE Thread Group A% %kt

Test Systems Infrastructure,

Y Platform(none e—govframework, e—govframework)
Threads 300 S0 oo
(number)

Ramp-Up
Period(second) 3600
Loop Count 0
(number)
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H A2 A9 A4S A= @ AHl2oltt laaS+= =84 845 A
B2 A Hof|lF= AH| 2otk o]fl dFoA= PaaSE flol +5EH 2
o 7M¢ WAl stug F7t= A4St 4% HAE] &85kt Bl
o] ¥ PaaS®| ZHOIY Y laaS®| JALHA ARFS H 4-49F L}, JaaSE
e FEEe A4 AR @ A" ARFE 7HE HAl flavor Sl
ml.medium& ARESH] QAAEAE AJASHITE ml.medium& vCPU 274,
W22 4GB, tAa &% 40GBE HAAHE= AdARAO|TE PaaS S ARG
gt 7o) Adolvrt ¥ Yar= wRE 1GB ¥ A4 1GB=E A3
ot AHolUZt F5Ee 7MY JIAEA flavore ml.xlargeZ2 A E o] St
laaS &3 FLsHA F5=H7] A & Ul 71 HHolW= F4dste] 4GB
2 e dE 14ttt PaaSet laaSel Wit AAEE Zide] ¥
4=30°f EHSF. ‘ﬂﬂ PaaS+ 0—”\1 T5H YA FLstt laaSeE A

)
1>

izt
|
o 1T ofh oX

=

Aol 5 7Hesste= §_}7§_‘% :[Uz?}@‘:’r. Zﬂ%] ‘31_7\1 Suly ‘?ﬂFJr%] §_}7§_‘%
St & A ofZgAlo]d MH(WAS: Web Application Server)Q! S-S A
gttt olEZYAClA AWl ittt Ase Al#cte] AujAnitt FHAC
AHE FAL 5 s AAEC] Sl A & A AHE SoE 8%
AL 4+ A= vHiolyg] 2 EZQ1 AJP(Apache Jserv Protocol) TAICZ
AME g 4 ofEYAleld AW ZEE Fol ¥ AH EZEQl 80XE=R BT
84 & Slvks Aol Aok AE S AR EHE vEHo AnEfo=
GeoServer, PostgreSQL, Zoo ProjectE AHEoI T Zoo Project®] 749 A
ol tigt a&S fol & Al 7Y JA'-AE HAProxyE &9 =& W=
A HEE S A HAE $3E oApFos L] oo nlE

o] AXEYol A2 Footrs TSI

o]
a4
3]

S
|

Hu
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[ 4-4] A5 HAEE 93t [aaS E PaaS ¥ A|AH ARG
VM / Persistent VM Type
Container Index i disk or RAM
WPS Container App (In PCF)
WPS2 4 - 1GB 1GB
Container
WPS Instance
s 0 172.16.0.5 80GB | ml.medium
nstance
Shared Instances / Services
GeoServer )
(PostgreSQL) 0 172.16.0.11 | 100GB(NFS) | m1l.medium
MongoDB 0 172.16.0.8 None ml.medium
HAPIOXX for 0 172.16.0.15 None m1l.small
ZooProject
0 172.16.0.3 | 100GB(NFS) m1.large
ZooProject 1 172.16.0.14 | 100GB(NFS) m1.large
2 172.16.0.16 | 100GB(NFES) m1.large

Business Application
Server / View

Apps ‘

Business Application
Server / View

(T
G ¢ Geoserver

Services

ma ;i%f"mongol)l‘-

Process System based on PaaS

Business Application
Server / View

ki
Postgiz5al

‘iﬁw GeoServer}

Network
File System

Process System based on laaS

\
] ‘mongoI)B ‘

Zoo Project

~

I

Orfoo ToolBox an

Business Application Server / View

Meod JK Module

APACHE

T

f ?arz
47T Bitiness Application Server /

View

- iness Application Server /

View

(1" 4-30] A

s HEEES

£
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W A% e A

s HIAE 43 ZAil= jMeter Listener 5 Response Latencies Over

Time, Times vs Threads, Summary ReportE Zilste] A5t

Latencies«+= % A|9& A7tz HTTP 84S £Ps19S of 8¢S ¥
H7bz] Al SARE Ao Aol tigh FEle i W= mdd 5 Sl

+ W& % stolth. Times vs Threads= Algtoll o §A] AMEAF HE 4
of tigt /I+& A= Yetl F+= Listenero|th. HIAE 4 Al ARSAE
300, 500, 700o= F-Esto] ZAHsEATE AR @70] AR o]Foiz]

+ Zio] otd Ramp-Up XJof wet 7hA0] AZA ek 123l FA] AR
2 ke Aol & TS HA7] "ol olf Aol olE S5
ApZ[EFo 2 Summary Reportoll= HE ZAxte] thgh 24, 2o, B4t A
g 3ol it /&S AAtste] HojF= Listenerolth. & 4-59F & 4-6
2 JaaSet PaaS 7 e+ A Threadstttt A5 EHIAESH ZytE 22 Yepd
ZAoltt, Azt 23 Ygor: St 2d-8(Latencies over time) Hat ZL,
o {&(Error), Ht] &A] AR H<& 4£~(Max active threads)o|th. 3 &
42 WPS 2.0 27 5 A 75l digt AR 4= @te -§H5h= Describe
Processet AA| A& 8735 Executeolth. HAA|H o= vz A7} 7Hs
St Describe Process 73-¢ Threads W7o w2 g% 1] A& 37 H=27
o Ae EIT 4 AUtk SHAITE Execute 3 A=l it Bt A
+ Threadsutet 2 Zpo]E Holil it 2o FA] ARGAF - 3003 500
Threadst= & #Fo]7F WA &9t 700 Threadd 7-¢ & Aol Holil

t} £ ¢ Y& HE Yo 1Y 4-317F o] laaSe}t PaaS A
oele A¥E Idz= yed Zojoh IHmE HW 4 5 QR0
Describe Process@} o] et §EQ1 A9 MW O Z [aaS 0|
AL Zeld 5 drh AW glAA7F WAdE Executeo| tigh A &
E2 PaaS 70| ¢ WA Hetes A 0T o Sk o] 2o oF
W FH FA] AREAFS] Hfofk PaaS €7o] ¢ U2 AE HoFi Q)
o eRE T2 A HEE Ao tigh At ofd FHAE AP 8%

r
olo
o E:L
i
B ;o
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AE oFott, [aaS Ao AS T 94 BT Threads?} wopdss

= T EolxE AS 90T & Adrt ShA|TE PaaS 2
A2 eFE gigh & Hat gl AS 2RIk o BA AR T
g BE F71EZ] SRR PaaS #HFOlA & © e IUbole AS T
T At Y Threadsoll Wis] o @2 o AMSA= I9E AH7F @3
it AElg wWEA & 5 qoe T Fdoitiy B 4 Qo FHA
Threads 4=¢1 700914 A F ztol]7} e Zoz2 & o AAHC] 3
Sol= He W B2 AR HE A 284 A2 B 5 At ol Ay
£ PaaS 7oA wizeE wj Eujx= Aoy QAEA o] HEg &
o 42 ggoz AA"Ho] AlgdE & Q= Aoz g 4+ At
[E 4-5] TaaS 3HF A& HAE A AMH8AE 89 AR B A3t
Threads(Infra.) Describe Process Execute
Latencies over time(ms) 48.91 481.88
300 Error (%) 0.87 0.47
Max active threads(number) 3
Latencies over time(ms) 46.62 624.70
500 Error (%) 0.96 1.32
Max active threads(number) 5
Latencies over time(ms) 59.67 1289.46
700 Error (%) 1.73 1.74
Max active threads(number) 11
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[# 4-6] PaaS &7 4% HXEE A AR &1 AIRE Bt 29

Threads(Platform) Describe Process Execute
Latencies over time(ms) 58.24 326.08
300 Error (%) 0.20 0.23
Max active threads(number) 3
Latencies over time(ms) 67.81 322.24
500 Error (%) 0.48 0.30
Max active threads(number) 6
Latencies over time(ms) 73.81 707.25
700 Error (%) 0.36 0.30
Max active threads(number) 7

O9 4-32%¢ O¥ 4-372 A5 HAE gt A4A SHE] Hgt 2
e 100% 992 24 AxE J#Hx2 vebd ook o] ER]E Threads
7} 300, 500, 700 Aol tish 22 YEtWSIH. Y2 m/s &9 &
olm, xF2 AlZ+E Yepdith A7t oigh F52 100%, &H Akl oigt

ufl
)
N
-

FEHZ 200(m/s) HA= =] Aot 1AZFE6002) e A7t Ed
As AT 4 Aok ot o] Describe  Processe]il, ZEA Aol
Execute ZA¥o]t}, Describe Processt= 57He glo] 88 AlZto] Aol Fdgh
g 2T 4 AR, Executer= F AIAR BFE AIgto] Zupgte] wet §
g Algto] F7tske A& I 4 Stk 3009 7% laaSet PaaS H5F H
53t Z718S Holx Qlth AN 5005 EE laaS FHNA & o F4%
S7HE 2RI 4 Qloh E9], 70091 7% PaaS €732 3003 5001 Ae
T T7HES Hola AT [aaS 2HE2 FAH e AE F9l
& 5 otk HFTHoR BE Tdmola 1T 4 gkl PaaS oA
= © AREAF F7bel g A7 & As SIS o+ ok
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/) Test Result of Geo-spatial Web System based on Infrastructure (Threads 300)
m/s

1400.0
1200.0
1000.0
800.0
600.0
400.0
200.0
0.0

e e i i e i R e R e R e e e R A = R R = R — = B = I ]

SO0 0000000000000 000000000000 0000 OO0

N MNMTNOFFROOOO —~NMTUNODF~FOOOO —NMTUNODE~ONO —ONMST NWD

— e e e e N ANANNNNN NN N MM N MM

—~ DESCRIBE PROCESS  —e—EXECUTE (szcand)

5 r
(2% 4-32] laaS 273 A5 HIAE A¥K(Threads 300).
enls) Test Result of Geo-spatial Web System based on Platform (Threads 300)
m/s
1400.0
1200.0
1000.0
800.0
600.0
400.0
200.0
0.0 &

= = = — = — T — O — I — N — I — N — Y — I — O — 0 — O — T — i — T — I — 0 — I — I — T — O — I — I — I — I — O — I — ]

SO 0000000 CcC o000 0CO0O0O0O0COCOo0OO0CO0COoOO0COoCOoO0COoOoOoOOoOoOoOoOoOo0

N MTNO~ OO NN NO RO =ONMITWWOWMPROGO =—0NM N W

=y e e AN NNNNONNONNMM OO M MDD M

——DESCRIBE PROCESS —e—EXECUTE (second)

[ 4-33] PaaS 274 A5 HIAE Z3H(Threads 300).



Test Result of Geo-spatial Web System based on Infrastructure (Threads 500)

g 400

1200

1000

800

600

400

o - - N - - - - N - - - - - R - - - - - - - R - - N - A - - -]

R - R - - - - R - - - - - - - ===

FNMTN OO~ NMITNOFRNOO - NMTNIO~ODOO—NMTIND
e e - NN NNNNNANM MMM O M N
—~—DESCRIBE PROCESS =—e—EXECUTE (second)

[I9 4-34] aaS 374 45 HAE A3K(Threads 500).

(m/s) Test Result of Geo-spatial Web System based on Platform (Threads 500)

1400.0
1200.0
1000.0
800.0
600.0
400.0
200.0

00 & 3

OO0 000000000000 C0C O 0000000000000 0CO00O000O0C

[ e O e e Y e Y e e e e B T — = = B = [ — I =T I = I — == I =T == = — = I — i — === I — I — I —

—ANMTNO~ROOO " NMTNO~RODO ~ONMT N O~FOMOr—MNMS N WO

—r e e e NN NAN NN NN MMM 0N N

—— DESCRIBE PROCESS  —e—EXECUTE {second)

[1¥ 4-35] PaaS 74 A% HIAE ZA¥H(Threads 500).
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Test Result of Geo-spatial Web System based on Infrastructure (Threads 700)

(m/s)
6000.0
5000.0
4000.0
3000.0
2000.0
1000.0

0.0 #

OO0 0000000000000 0000000000000 O0C0O000O000 0O
C OO0 00000000 0C OO0 OO0 0O 000000 C OO0 OO0 O OO0 OO0
—NMNMT N OO~ NMT OO =ONMST OO0 C~NMYT N W

e e e AN NNNNNN NN MM oM mm
—~—DESCRIBE PROCESS —e—EXECUTE (second)
=] 1
(19 4-36] laaS 34 A5 HAE A3 (Threads 700).

(/) Test Result of Geo-spatial Web System based on Platform (Threads 700)

m/s

6000.0

5000.0

4000.0

3000.0

2000.0

1000.0

0.0 &

OO0 0000000 00000000000 0C0O0O00C0ODO0OO0DDOoODO0O0O OO
OO0 000000 OO 0000000000000 OO0 0000000 OO OO0 000000 Q0O
—ONMT O~ -~ NN N O~ NN OO0 —ONMS WD

— e e e NN ANNANNNNNMMMMONAM MM
—— DESCRIBE PROCESS ~ —e—EXECUTE (second)

[13 4-37] PaaS 874 A% HIAE ZA¥H(Threads 700).
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Lo ZAL 98] ASR AHA AR S5 T4l ek 13
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zd o 2Eoddya 2eds o8] i =AVFE &+ Ao 1d

4-402 ol AT THE WEY IHLE w2elY Paasel AAYF
EERAYYD N A4S A A AxES WEF Aot At
4B S 9%el HE A AR BEndYYa dcm

[E 4-7] 2Z2ndd9Ya A5 HAEESE 93t PaaS Ak

VM / Container Index Persistent disk RAM
WPS Container App (In PCF)

WPS2 Container 4 1GB 1GB

eGov WPS2 Container 4 1GB 1GB

Shared Services

GeoServer 0 100GB(NFES) .
MongoDB 0 None —
T 1| o | e |-
0 100GB(NES) -

ZooProject 1 100GB(NFS) -
2 100GB(NFS) -

O 4-410 39 4-422 A5 H2E 59 A 75 ofR e

AARR BETAGYD AW GY A A AzEe] o A5

Aok, 219 7152 Fokste] G Hel Alxd Haske

441904 2 & Qo] 290l Wasit, 26| BRF g A

ot HRBE AZHFE 219 HelAE BEsgrt. 2ale] FEH
2

EN
o, o2 ol

H

I8 HAF 5 YES 75
stoirh. 1% 4-42 AMAY EEIAAYD 23 A AGH A ofo]



o USERE sl HIstd Aol diet 23& ==& w USER AREA}
et Avgte @2t olEd Jle2 TIEHer gAY Aad AA
Al AHEAE AR AR 2171 7]5o] glo] EAStHA] it BEX
19912 35 AEYE Sgadel 2iHoan AsAd Az Fi 7]
o] AFoR FASA AL FAT 4 Uk
&) spring
Apps
Business Application Business Application
Server / View Server / View
Services
_\-\ .. =
B9 @& Geoserver  malllESE ¢ ongonn

eGovFrame

Business Application
Server / View

Apps
Business Application
Server / View

-

it

Login Common Component ,ﬁi

&Y & Geoserver

Services

m.nnd-& . mongoDB

(19 4-38] A% EH~ &

St

1—

2 37 wE Ae Axd




bui ldpack position enabled locked  filename

staticfile_buildoack 1 true false staticfile_buildpack-cached-v1.4.11.zip
java_buildpack_offline 2 true false java-bui ldpack—offline-v3.18.zip
ruby_bu i |dpack 3 true false ruby_bu i ldpack-cached-v1.6.44.zip
nodejs_bui |ldpack 4 true false nodejs_buildpack-cached-v1 .6.3.zip
go_bui |dpack 5 true false go_bui | dpack—cached-v1.8.5.zip
python_bui | deack 5 true false python_bui |dpack-cached-v1.5.20.zip
php_bui | deack & true false  php_buildoack-cached-v4.3.38.zip
dotnet_core_bui ldpack i true false dotnet-core_bui ldpack-cached-v1.0.22.zip
hinary i lonack g true falge hinary hui ldoack-rached=v1 0 13 zip
egov_bu i | dpack _v35 3 true false egov-bu i ldpack—off | ine—egov3.5.zip

[O% 4-39] A E mEoede]d PaaSE fIt 2t 2 Ayt

SPACE RUNMING STOPPED CRASHED
RS_Process ®2 ®o @0
Apps (2) Services Routes (2) Settings
Apps
Status Name Instances Memory Last Push Route
® Running EEOV-Wps 1 268 Sdaysago https:/fegov-wps.app. 192 168 0.0.xip.io &
® Running wpsl 1 268 Sdays ago hurpsffwps? app. 192 168.0.0 xip lo &
APP
egov-wps [(2] [[©] @ runnng vew arez
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10/11/2017 at 11:49:34 AM UTC
# CPU Memory Disk Uptime
_ Renamed app to egov-wps
/' enginuder@hansung ac ke L] 0% 674.95MB 21380 M8 amin
L0/11/2017 at 11:49:03 AM UTC
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olF Wl AeAlE Holi Sle AS &Y & Stk ST 700

Threads Describe Process@} Execute Aol tisfas= AdiA o=z 500

Threads$} Hla BSFE o) F2sA 37 5 2L A 5 9ok, o)

BEoYAfast vug 8 18 4-439)4 Kol Ay} Fo] Iz 7
Aottt 3 ARt HSEE wf 300 Threads € 7% 2= Aol disl
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[ 4-8] EFTHYYT 7] 5 HZ2E FA AM8AE S99 AR B
23t
Threads Login Digseolse Execute
Process
S (oSS s 27.90 65.70 335.20
time(ms)
300 Error (%) 0.00 0.30 0.30
Max active 3
threads(number)
EEEE O 28.8 68.2 319.9
time(ms)
500 Error (%) 0.00 0.3 0.3
Max active 4
threads(number)
Ralsacies over 28.0 111.5 822.0
time(ms)
700 Error (%) 0.00 0.6 0.5
Max active 3
threads(number)
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Test Result of Geo-spatial Web System based on e-govframework (Threads 300)
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Test Result of Geo-spatial Web System based on e-govframework (Threads 700)
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Development of Geo—based Information Processing
System based on Open PaaS Cloud Computing
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Hansung University

Recently, the software development scheme and its usage pattern are
changing due to the Internet environment. It is the on—demand way to
use the software directly through a web browser without any installation.
Evolution of information and communication technology plays a huge
role in the Web—based applications or service system development. In
particular, cloud computing technology leads this advancement. Cloud
computing is a collection of core technologies such as virtualization,
network, storage, and distributed computing. It can be basically divided
into three types of service model: Infrastructure as a Service(laaS),
Platform as a Service(PaaS), and Software as a Service(SaaS). Also, it can
be classified into three deployment types, depending on the degree of
openness: public, public, and hybrid. There are lots of research issues
and development approaches in the theme of broad cloud computing. In
case of Infrastructure as a Service, its related technologies and services
have reached the stable stage; for instance, Amazon Web Service (AWS)
and Google Cloud Platform. On the contrary, Platform as a Service
standing for PaaS is an emerging cloud computing scheme. It provides
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technological bases and practical computing resources for Web—based
applications developers and on-line system operators to design, build, and
operate. Moreover, the e—government standard framework is evolving into
the open cloud platform. Despite these huge paradigm movements in the
information technology, the geo—spatial domains are still at an early stage
in all aspects of core technology and application model development.
Especially, PaaS is a new concept in the geo—spatial application fields.
This study explores basic components for the geo—spatial application of
PaaS cloud computing from the viewpoint of full open source: PaaS
container, PaaS application performance, and PaaS cloud application
model. To solve this problem, the test system on Spring framework was
implemented using the pure open source base containing OpenStack and
Cloud Foundry. As the results, the web—based geo—spatial application
service development by PaaS container shows the advantageous points for
system availability and extensibility. Experiments for PaaS performance
test show significant results that both IaaS application and PaaS
application are within the given tolerance level. PaaS cloud application
model proposed in this study can be regarded as a reference model for
the geo—spatial application service system development with many
requirements including open source, PaaS, e—government framework, and
OGC-based geo—data processing.

KEYWORD: Cloud Computing, Platform as a Service, E-Government

Standard Framework, Geo—spatial Web Standard, Open Source
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