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Abstract: The emergence of quantum computers threatens current cryptographic systems, and
NIST is preparing for the post-quantum era through the post-quantum cryptography (PQC) contest.
CRYSTALS-Kyber is a lattice-based cipher suite that is used as a PQC standard. Lattice-based cryp-
tography is considered quantum-safe for quantum computing because a quantum algorithm that
can more efficiently solve the lattice problem of lattice-based cryptography compared to a classic
algorithm has not been reported as yet. In this paper, we present quantum circuits tailored to NTT and
inverse NTT, employed for optimized polynomial multiplication within CRYSTALS-Kyber. The pro-
posed quantum circuits operate at Z3329[X]/(X256+1), which are the parameters of CRYSTALS-Kyber.
We provide an in-depth description of the NTT/InvNTT quantum circuit’s operation and subse-
quently assess and analyze the quantum resources necessary for these functions. The NTT/InvNTT
quantum circuits comprise four unique sub-functions, with the InvNTT additionally incorporating
Barrett reduction. To the best of our knowledge, this represents the inaugural implementation of
the CRYSTALS-Kyber NTT/InvNTT quantum circuits. We anticipate that our findings will aid in
analyzing the security strengths of quantum computers for lattice-based cryptography.

Keywords: quantum circuit; CRYSTALS-Kyber; number theoretic transform (NTT); post-quantum
cryptography (PQC)

1. Introduction

The emergence of high-capacity quantum computers is anticipated to present a substan-
tial threat to the existing cryptosystem. Public key cryptography maintains security based on
the difficulty of factoring large integers. However, Shor’s algorithm, a quantum algorithm,
is known to pose a threat to public key cryptography (e.g., Rivest–Shamir–Adleman (RSA)
and elliptic curve cryptography (ECC)) because it is possible to factor large integers within
polynomial time [1]. The security level of symmetric key cryptography is contingent upon
the length of the employed encryption key. Grover’s algorithm can accelerate the attack
by performing a brute force attack with

√
2n queries against symmetric key cryptogra-

phy using n-bit keys. In essence, this results in a reduction of security potency from 2n

to 2
n
2 when executed on quantum computers. A potential safeguard against quantum

computer attacks involves doubling the length of the encryption key. Nonetheless, due to
the disparity in operational methodologies, resource requisites, and feasible computations
between classical and quantum computers, the level of security achieved on a classical
computing system does not align seamlessly with the quantum security potency achievable
on a quantum computer. Hence, to confirm the quantum security of cryptography on quan-
tum computers, it is imperative to optimize and implement the cryptographic operations
within quantum circuits. Also, based on the implemented quantum circuit, it is necessary
to confirm the required quantum gate and the depth of the quantum circuit. In recent years,
research has focused on ascertaining the quantum resistance of cryptography through im-
plementing quantum circuits for symmetric cryptography and hash functions [2–21]. Upon
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the alignment of available quantum computer resources with the requisites for executing a
cryptographic attack, it is anticipated that the targeted cipher will be broken. Consequently,
prevailing cryptographic systems are expected to be supplanted by algorithms in the realm
of post-quantum cryptography (PQC). It is judged that the PQC algorithm can have quan-
tum resistance because it is difficult to operate on a quantum computer, but discussions on
this are ongoing.

The National Institute of Standards and Technology (NIST) held a competition to
select the standard post-quantum cryptography (PQC) algorithm. The PQC algorithm
is intended to replace the current cryptosystems in the post-quantum era [22]. In the
one round conducted in 2017, 69 candidate algorithms were released. In 2019, 26 out
of 69 algorithms advanced to round 2 (17: encryption/key-encapsulation (PKE/KEM),
9: signature schemes). In round 3, 15 candidate algorithms were released (7 finalists,
8 alternatives). In 2022, four finalists were announced. Candidate algorithms included
CRYSTALS-Kyber (KEMs/Encryption), CRYSTALS-Dilithium, Falcon, and SPHINCS+
(Signature).

In this paper, we propose a quantum circuit for the number theoretic transform (NTT)
and inverse number theoretic transform (InvNTT) used in CRYSTALS-Kyber. The imple-
mentation of encryption through quantum circuits is undertaken to leverage the distinctive
properties of quantum computers. This approach involves investigating methods of at-
tacking conventional cryptographic systems using quantum computational capabilities,
thereby assessing the strength of quantum security. To ascertain the potency of quantum
security, it is imperative to implement quantum algorithms on quantum computers and
estimate the quantum resources. These efforts anticipate the commercialization of quantum
computers, facilitating the development of robust security technologies and algorithms to
effectively respond to quantum threats. The Montgomery reduction is used in NTT, and
the Montgomery reduction and Barrett reduction are used in InvNTT. The inner function
used in the InvNTT operation is similar to NTT but also uses the Barrett reduction. This
paper implements all of these functions used in NTT and InvNTT as part of a quantum
circuit that can operate on a quantum computer. Various methods were used to construct
an efficient quantum circuit, and details are covered in Section 3.

We analyzed the quantum resources used through the implementation of quantum
circuits for the internal operations of NTT/InvNTT. CRYSTAL-Kyber [23] is an IND-CCA2-
secure KEM, underpinned by the hardness of Module-LWE [24] on a lattice. In the sub-
operation of CRYSTALS-Kyber, a polynomial multiplication operation is performed with
n = 256 and q = 3329 parameters for Zq[X]/(Xn + 1). Regarding this, NTT is employed
to execute modular multiplication efficiently for polynomials a and b. The ring N is repre-
sented as a product of sub-rings in the NTT operation, and it is divided into polynomials
for processing. Each a and b polynomial is expressed with 256 coefficients in the sub-ring
using NTT transformation. These transformed polynomials are then multiplied point-wise.
Unlike the traditional schoolbook multiplication with a complexity of O(n2), NTT-based
multiplication has a complexity of O(n log n). Therefore, NTT is a good way to reduce the
computational complexity of multiplication operations in general computers. To the best of
our knowledge, the quantum circuits that have been proposed are the first NTT/InvNTT
quantum circuits tailored to the parameters of CRYSTALS-Kyber. Our quantum circuit im-
plemented NTT/InvNTT multiplication for Zq[X]/(Xn + 1) to operate at CRYSTALS-Kyber
parameters n = 256 and q = 3329. The NTT operation employs the Montgomery reduc-
tion, while the InvNTT operation utilizes both the Montgomery and Barrett reductions.
We implemented a negative integer by expressing it using two’s complement in qubits,
and n× 32 qubits are used to express Zq[X]/(Xn + 1) coefficients. Since we express the
intermediate computation process in two’s complement, we do not allocate extra qubits
to determine negative and positive integers. However, only 1-bit qubits are used for the
intermediate conditionals. Finally, we estimate and analyze the quantum resources required
for sub-functions to NTT/InvNTT.
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The structure of this paper is as follows: In Section 2, we present research on quan-
tum computing, the Grover algorithm, and CRYSTALS-Kyber. Section 3 describes the
implementation of the proposed NTT and InvNTT quantum circuits. Section 4 estimates
and analyzes the resources required for the proposed quantum circuits. Finally, Section 5
concludes the paper.

1.1. Contributions

1. First Quantum Circuit Implementation for NTT and inverse NTT: To the best of our
knowledge, this is the first implementation of Kyber NTT and InvNTT in quantum
circuits. We designed a structure for operating NTT and inverse NTT in quantum
circuits.

2. Quantum Circuit for Optimal Utilization of Quantum Resources: We propose NTT
and inverse NTT quantum circuits to maximize the utilization of quantum resources.
The design of an efficient quantum circuit aims to curtail the consumption of quantum
resources, including qubits and quantum gates, throughout the operational process.

3. Offers the Foundation for Quantum Strength Assessment of Kyber: The quantum
circuit introduced in this paper serves as a foundational tool for assessing the quantum
robustness of the Kyber cryptographic scheme. As we anticipate the emergence of
powerful quantum computers in the future, it will become imperative to evaluate
post-quantum resistance for post-quantum cryptography (PQC) protocols.

1.2. Extended Version of MobiSec 2022

The work presented in MobiSec 2022 is revisited in this paper. Research on the NTT
quantum circuits in CRYSTALS-Kyber was presented in [25]. This time, we further present
an efficient inverse NTT quantum circuit. Using this implementation, we conducted
research on estimating, comparing, and analyzing all quantum resources required for
inverse NTT in CRYSTALS-Kyber.

1.3. Notation

In this paper, we use a common notation for various parameters to describe the
operation of NTT and Inv NTT quantum circuits, as shown in Table 1.

Table 1. Meanings for symbols used in this paper.

Symbols Meaning

FFM This means multiplication in a finite field.

Inv FFM This represents the inverse operation for FFM.

Mont This refers to the Montgomery reduction function. It is used in NTT and InvNTT.

NTTsub1,sub2
These are sub-functions used in NTT. These perform addition or subtraction on
two qubits.

Barret This refers to the Barrett reduction function. It is used in InvNTT.

⊕ Perform XOR operation.

◦ Connect the algorithms from left to right.

2. Background
2.1. Quantum Computing

Quantum computers leverage two fundamental quantum mechanical properties: su-
perposition and entanglement. Superposition allows a qubit to exist simultaneously in
multiple states, rather than being confined to a binary state as with classical bits. Entangle-
ment, a uniquely quantum phenomenon, links qubits in such a manner that the state of one
instantly influences the state of another, irrespective of distance. When n qubits are in a
superposition state, these can represent 2n values. Operations in all states can be performed
at once. A qubit in a quantum superposition can be represented as follows:
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|ψ〉 = α|1〉+ β|0〉

Any measurement on these qubits will always yield one of two eigenvalues, although
we cannot predict which one will be observed [26]. α and β are the probability amplitudes,
where the probability of a result |1〉 with a value 1 is |α|2 and the probability of a result |0〉
with a value 0 is |β|2. Normalizing that state guarantees this equation:

|α|2 + |β|2 = 1

In quantum computing, all operations are reversible, barring measurements. This
reversibility means that one can recover the original state from the resultant state without
extra information, requiring the quantum gates to possess equal numbers of input and
output bits. Below are the X, CNOT, Toffoli, and SWAP matrices, which are representative
quantum gates utilized for the manipulation of qubits within quantum computing:

X =
1√
2

[
0 1
1 0

]
CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



To f f oli =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


SWAP =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1



Figure 1 visually presents the quantum gate operations corresponding to each afore-
mentioned gate. The (a) X(NOT) gate works on a single qubit, flipping its state. The (b)
CNOT gate uses two qubits: a control and a target qubit. The target’s state is inverted only
if the control is set to one. The (c) Toffoli gate employs three qubits: two as controls and
one as a target. Only when both control qubits are set to one does the target’s state reverse.
The (d) SWAP gate interchanges the physical positions of two qubits.

x x

(a) X gate

x • x

y x⊕ y

(b) CNOT gate

x • x

y • y

z xy⊕ z

(c) Toffoli gate

x × y

y × x

(d) SWAP gate

Figure 1. Quantum logic gates (https://en.wikipedia.org/wiki/Quantum_logic_gate, accessed on 30
August 2023).

https://en.wikipedia.org/wiki/Quantum_logic_gate
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2.2. CRYSTALS-Kyber

Quantum computers pose significant threats to classical cryptographic schemes, ne-
cessitating a transition to quantum-resistant algorithms. The post-quantum cryptogra-
phy (PQC) competition was launched to respond to this. Its primary goals involve dis-
covering, evaluating, and standardizing cryptographic methods resistant to quantum
threats. CRYSTAL-Kyber is one of the candidate algorithms submitted to PQC. CRYSTAL-
Kyber [23] is an IND-CCA2-secure key encapsulation mechanism (KEM) with the hardness
of Module-LWE [24] on a lattice. This cryptographic, which is designed to be robust in
the post-quantum era, was one of the finalists of the post-quantum cryptography project
conducted by NIST. The security foundation is based on the hardness of resolving learning-
with-error (LWE) problems for module lattices.

2.3. Number Theoretic Transform (NTT)

Theorem 1. The Fourier transform (FT) is a mathematical transformation that translates a function
from its original domain (often time or space) to a representation in the frequency domain. For
instance, an audio signal can be decomposed into multiple sine and cosine waves through the
Fourier transform (FT). For an oscillation function, f (t), which changes over time t, the oscillation
encompasses various frequency components. If the frequency component is extracted and expressed
as the frequency intensity distribution F(ω) for the frequency ω, the nature of vibration can be
easily analyzed. The mathematical expression for FT follows:

F(ω) =
1√
2π

=
∫ ∞

−∞
f (t)e−iωtdt

Theorem 2. The discrete Fourier transform (DFT) operates on finite N complex fields, in con-
trast to the continuous interval (−∞,∞) addressed by the Fourier transform (FT). The N com-
plex number sequence xN = x0, . . . , x(n−1) is converted into another complex number sequence
Xk = X0, . . . , Xt. Equation (1) shows the DFT process of a complex number field. k is the index
of frequency, n is the index of the time sample, and N is the total number of samples in the input
signal.

Xk =

N−1

∑
n=0

xne−2πikn/N (1)

The number theoretic transform (NTT) generalizes the domain of the discrete Fourier trans-
form (DFT) to operate over integer fields. It uses the n-th primitive root of unity based on a
quotient ring instead of the complex field of DFT. When performing multiplication on two n-bit
length polynomials, typical schoolbook multiplication has a computational complexity of O(n2)
whereas that of NTT multiplication is O(nlogn). In lattice-based ciphers, NTT is used for efficient
multiplication. The NTT multiplication of two polynomials, a and b, is calculated as follows:
NTT−1(NTT(a) ·NTT(b)). For the polynomial transformation, a ∈ Zq[X]/(X256+1) is split into

a(1)L ∈ Zq[X]/(X256 − ζ128) and a(1)R ∈ Zq[X]/(X256 + ζ128). The a(1)L ∈ Zq[X]/(X256 − ζ128)

and a(1)R ∈ Zq[X]/(X256 + ζ128) polynomials that are split into sub-rings are transformed, as seen
in Equation (2).

a ∈ Zq[X]/(X256 + 1)

a(1)L = (a0 + ζ128a128) + (a1 + ζ128a129) + · · ·

a(1)R = (a0 − ζ128a128) + (a1 − ζ128a129) + · · ·
(2)

2.4. Montgomery Reduction

The Montgomery reduction is a technique used in modular arithmetic to efficiently
compute the modulo operation (remainder) of large integers [27]. The Montgomery re-
duction is used to enhance the multiplication speed within NTT/InvNTT computations.
Utilizing the Montgomery reduction in modular multiplication can replace division op-
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erations with shift operations. This multiplication converts integers a and b into the
Montgomery form to calculate a · b = mod N.

2.5. Barrett Reduction

The Barrett reduction, introduced by P.D. Barrett in 1986 [28], is an optimization in
modular arithmetic, which facilitates modular reduction without direct division. This
technique, primarily used in cryptographic algorithms, employs multiplication and shifts,
making it efficient for large-number arithmetic. When computing instances at r = k mod
n (n: constant, k < n2) for a fixed modulus n, long division causes slowness. For these
calculations, the Barrett reduction performs modular reductions. The Barrett reduction
replaces division with multiplication for the r = k mod n operation.

3. Proposed Method

This paper introduces quantum circuits designed for NTT/InvNTT operations within
a lattice-based algorithm. The formulated NTT/InvNTT quantum circuits are tailored to
accommodate CRYSTALS-Kyber parameters n = 256 and q = 3329, facilitating multiplica-
tion within the modulus Zq[X]/(Xn + 1). Within these quantum circuits, an optimization
technique was implemented to reduce the consumption of quantum resources. To per-
form addition within the quantum circuit, the ripple-carry adder proposed by [29] was
appropriately used. Figure 2 illustrates the quantum circuit for the proposed NTT, with the
sequence of operations detailed as follows (◦: Connect the algorithms from left to right):

NTT = NTTsub ◦ Montgomery reduction ◦ FFM1,2

Figure 3 illustrates the quantum circuit for the proposed InvNTT, with the sequence of
operations detailed as follows:

InvNTT = InvFFM2 ◦ Montgomery reduction ◦ InvFFM1 ◦ Barret reduction

• FFM and Inv FFM: These perform multiplication in a finite field. It outputs 32-qubit
results by multiplying the two 16-qubit values. In detail, it is divided into FFM1,
FFM2, Inv FFM1, and Inv FFM2 functions. FFM1 and FFM2 are used in the NTT
quantum circuit, and Inv FFM1 and Inv FFM2 are used in the InvNTT quantum
circuit.

• Montgomery reduction: The process executes the Montgomery reduction multiplica-
tion on the product of a 32-qubit input and zeta; (input × zeta). This operation is
achieved in the quantum circuit via multiplication, subtraction, and shifting, employ-
ing values Q = 3329 and QINV = −3327. The outcome of the Montgomery reduction
is a 16-qubit value.

• NTTsub: This function in the NTT quantum circuit manages addition and subtraction
between the Montgomery reduction multiplication outcome and the input. Specifically,
it branches into NTTsub1 and NTTsub2. NTTsub1 yields the subtraction result while
NTTsub2 produces the addition result.

• Barrett reduction: The function executes the Barrett reduction multiplication on a
16-bit input. Within the quantum circuit, this operation involves both multiplication
and addition. Additionally, this function utilizes an extra 16 qubits.
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Figure 2. Process for the NTT quantum circuit.

Figure 3. Process for the inverse NTT quantum circuit; † indicates reversible gates.

In qubit representation, negative numbers are denoted using the two’s complement
method. Since zeta is a pre-calculated value, there is no separate calculation. The NTT
quantum circuit is performed using the Montgomery reduction. We allocate 32 qubits for
each term to represent the multiplication result as a binary number. In the CRYSTALS-
Kyber parameter n = 256, q = 3329, 32× n-qubits are used to store the coefficients in the
Zq[X]/(Xn + 1). The original input must be used in the last NTTsub function, so the function
proceeds while maintaining the input. Therefore, each function uses the temp qubit to
store the operation result and proceeds to the next function. Source codes for the NTT and
inverse NTT quantum circuits in CRYSTALS-Kyber are available in [30]. A description of
each function follows.

3.1. FFM and Inv FFM

FFM and Inv FFM are divided into four sub-functions: FFM1, FFM2, Inv FFM1,
Inv FFM2. FFM1 and FFM2 are used in NTT, Inv FFM1 and Inv FFM2 are used in
InvNTT. FFM1, FFM2, and Inv FFM1 output 32-bit results by multiplying the input with a
constant zeta (input × zeta), while Inv FFM2 multiplies the input with a constant f (input
× f ). In detail, it is divided into FFM1, FFM2, Inv FFM1, and Inv FFM2 functions. In
NTT, FFM1 and FFM2 are used, and in InvNTT, Inv FFM1 and Inv FFM2 are used. In this
quantum circuit, the ripple-carry adder [29] proposed by Cuccaro et al. was used. The
difference between each function is as follows:

The FFM1 function yields a 32-qubit output by multiplying a 32-qubit input with the
constant zeta; (input × zeta). Importantly, within this FFM1 function, the signs of both the
input and zeta are ascertained, determining the sign of the resultant multiplication output.
Similarly, the FFM2 function generates a 32-qubit output by multiplying a 32-qubit input
with the constant zeta; (input × zeta).
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Within the FFM2 function, while the sign of zeta is known, the sign of the input
remains undetermined. Consequently, an additional step is necessary within the FFM2
quantum circuit to identify whether the sign of the input is the same as or different from
that of zeta. (If equal, the result is positive, if different, the result is negative). To meet this
step, a 1-qubit check serves the purpose of determining the sign. The Inv FFM1 function
yields a 32-qubit result by multiplying a 16-qubit input with the value zeta; (input × zeta).
Within this Inv FFM1 function, the sign of zeta is known, while the sign of the input
remains undetermined. To determine the output’s sign, it is necessary to ascertain the sign
of the input. For this, an additional step is introduced to check the input’s sign (whether it
matches or differs from that of zeta). To meet this step, a 1-qubit check is used to determine
the sign (similar to FFM2). Since zetas are fixed constants, we can reduce the number
of qubits used by performing an addition to the input up to the value of zetas without
assigning a value to the qubit. It is not a qubit-to-qubit multiplication, but an iteration
of the qubit-to-qubit addition up to the value of zeta. Finally, Inv FFM2 outputs a 32-bit
result by multiplying a 32-qubit input with the constant f (input × f ). Exceptionally, in
this function, the value of f is always fixed as a positive number. Consequently, there is no
need to judge its sign. One task involves checking the sign of the input (whether the sign of
the input is negative or positive). The FFM1,2 functions mean that each function operates
in the first NTT cycle and other cycles. In the first NTT cycle (C = 1), the sign of the input
and zeta are known, so the process of determining the sign is not necessary. On the other
hand, in C ≥ 2, since the sign of the input needs to be confirmed, the 1-qubit check is used
to confirm the sign.

Algorithm 1 illustrates the procedure of the FFM1,2 functions within NTT. To preserve
the original value of the input, the result of the function is saved in a 32-qubit ancilla.
The FFM1,2 functions use CNOT gates to deposit input values into ancilla and then carry
out multiplication. Within both FFM and Inv FFM, the signs of the input and zeta are
confirmed. If the signs are the same, the result is a positive integer, and if the sign is
different, the result is a negative integer. The outcome of the multiplication between ‘input’
and ‘zeta’ is saved in the ancilla qubit. The Inv FFM1,2 functions pertain to individual
operations within InvNTT. Inv FFM1 denotes the initial multiplication within a finite field,
and Inv FFM2 represents the subsequent multiplication within that field in InvNTT.

Algorithm 2 presents the quantum circuits for Inv FFM1 and Inv FFM2, both func-
tioning within InvNTT. The Inv FFM1,2 functions use CNOT gates to store input values
in ancilla and perform multiplication. Specifically, the Inv FFM1 function assesses the
signs of both the input and zeta. When their signs align, the result is positive, but if they
differ, the outcome is negative. The result of (input × zeta) is stored in an ancilla qubit. On
the other hand, the Inv FFM2 function carries out multiplication using the input and a
constant f , which is pre-determined as a positive number. Hence, in this case, only the sign
of the input is verified.



Appl. Sci. 2023, 13, 10373 9 of 16

Algorithm 1: FFM1,2 multiplication for NTT
Data: zeta , r(32bit), check(1-qubit)

[#FFM1 function in NTT (C = 1)]

for i=0 to length(r): ancilla[i]← CNOT(r[i], ancilla[i])
if zeta 6= 1 then

if zeta < 0 and input < 0 then
for i=0 to −zeta + 1: Dagger: ancilla← ADD(r, ancilla)

end
if zeta < 0 and input > 0 then

for i=0 to −zeta− 1: ancilla← ADD(r, ancilla)
end
if zeta ≥ 0 and input > 0 then

for i=0 to zeta− 1: ancilla← ADD(r, ancilla)
end
if zeta ≥ 0 and input < 0 then

for i=0 to zeta + 1: Dagger: ancilla← ADD(r, ancilla)
end

end

return ancilla

[#FFM2 function in NTT (C ≥ 2)]

check← CNOT(r[length(r)-1], check)
if zeta 6= 1 then

if zeta ≥ 0 then
X(check)
if check=1 then

for i=0 to −zeta + 1: Dagger: ancilla← ADD(r, ancilla)
end
X(check)
if check=1 then

for i=0 to −zeta− 1: ancilla← ADD(r, ancilla)
end

end
else

X(check)
if check=1 then

for i=0 to −zeta− 1: ancilla← ADD(r, ancilla)
end
X(check)
if check=1 then

for i=0 to zeta + 1: Dagger: ancilla← ADD(r, ancilla)
end

end

return ancilla
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Algorithm 2: Inv FFM1,2 multiplication for InvNTT
Data: zeta , r(16bit), check(1-qubit)

[#Inv FFM1 function in InvNTT]

check← CNOT(r[length(r)−1], check)
if zeta 6= 1 then

if zeta < 0 then
X | check
if check = 1 then

for i=0 to −zeta− 1:
ancilla← ADD(r, ancilla)

end
X | check
if check = 1 then

for i=0 to −zeta + 1:
Dagger: ancilla← ADD(r, ancilla)

end
end

else
X | check
if check = 1 then

for i=0 to zeta + 1:
Dagger: ancilla← ADD(r, ancilla)

end
X | check
if check = 1 then

for i=0 to zeta− 1:
ancilla← ADD(r, ancilla)

end
end

return ancilla

[#Inv FFM2 function in InvNTT]

check← CNOT(r[length(r)−1], check)
if check = 1 then

for i=0 to f − 1:
Dagger: ancilla← ADD(r, ancilla)

end
X | check
if check = 1 then

for i=0 to f − 1:
ancilla← ADD(r, ancilla)

end
X | check

return ancilla

3.2. Montgomery Reduction

This function performs the Montgomery reduction multiplication on the input ×zeta.
For each term, it is calculated on the Zq[X]/(Xn + 1) field. The parameters of Kyber NTT are
fixed as q = 3329, n = 256. Figure 4 and Algorithm 3 show the operations of the Montgomery
reduction quantum circuit. In the for loop, Q is q = 3329 and QINV is the inverse of Q:
−3327. Since Q and QINV are known values, the result of their multiplication with the
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corresponding sizes can be obtained without allocating qubits to store their values. Input
× Q and input × QINV are quantum-to-classical operations, not quantum-to-quantum
operations. Finally, index values [0] to [15] are discarded through the 16-bit left shift and
the values of indexes [16] to [31] are returned.

Figure 4. Quantum circuit for the Montgomery reduction; † indicates the reversible gate.

Algorithm 3: Quantum circuit for the Montgomery reduction.
Input: a, ancilla1, ancilla2

1: for i = 0 to −QINV do
2: Dagger:

tmp1[0 : 16]← ADD(a[0 : 16], tmp1[0 : 16])
3: end for

4: for i = 0 to Q do
5: tmp2[0 : 32]← ADD(tmp1[0 : 32], tmp2[0 : 32])
6: end for

7: Dagger:
a[0 : 32]← ADD(ancilla2[0 : 32], a[0 : 32])

return a[16 : 32]

3.3. NTTsub

The NTTsub function carries out both addition and subtraction operations, contrasting
the Montgomery reduction outcome with the input of a matching index. Specifically, it
functions through the detailed operations of NTTsub1 and NTTsub2. The calculations for
NTTsub1 and NTTsub2 are as follows:

NTT =

{
NTTsub1 = input−Montgomery result

NTTsub2 = input + Montgomery result

In order to perform the sequential computations of the formula, it is imperative to
retain both the initial input values and the Montgomery results subsequent to the NTTsub1
operation. Keeping all calculation targets (the input and Montgomery reduction results)
is not feasible; thus, one practical solution involves storing the input in temporary qubits.
Figure 5 shows the operations of the quantum circuit for NTTsub1 and NTTsub2.
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Figure 5. NTTsub1,sub2 operation for the input and Montgomery results (above: (1) NTTsub1, below:
(2) NTTsub2); † indicates the reversible gate.

In the NTTsub1, it saves the subtraction of the temporary value from the Montgomery
result in the temporary qubit, while keeping the Montgomery result as is. In the NTTsub2, it
stores the addition of the initial input value and the Montgomery result in the input qubit.
The results of all operations are sorted in order according to the index in the NTT array.

Barrett Reduction

This function performs the Barrett reduction on the 16-bit input. The constant v
used inside the Barrett reduction is calculated as v = ((1 << 26) + q/2) and used for
multiplication. In a quantum circuit, v denotes classic data and is used to determine the
number of multiplications. Figure 6 shows the quantum circuit for the Barrett reduction.
The quantum circuit operation for the Barrett reduction is the same as Algorithm 4. In
the quantum circuit, the number 225 used in the Barrett reduction is stored in the qubit
as a binary number. The Barrett reduction is processed for the sum of two 16-bit inputs.
The function employs the ripple-carry adder [29] for multiplication and addition. The
multiplication with the constant v = 20,159 consumes the most quantum resources.

Figure 6. Quantum circuit for the Barrett reduction; † indicates the reversible gate.
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Algorithm 4: Quantum circuit for the Barrett reduction.
Input: Input: a, temporary: ancilla1, ancilla2

1: ancilla1 ← a

2: for i = 0 to v do
3: ancilla1 ← ADD(a, ancilla1)
4: end for

5: ancilla1 ← ADD(225, ancilla1)

6: for i = 0 to 6 do
7: ancilla2[i]← CNOT(ancilla1[26 + i], ancilla2[i])
8: end for

9: for i = 0 to Q− 1 do
10: ancilla2[i]← CNOT(ancilla1[26 + i], ancilla2[i])
11: end for

12: Dagger:
13: a← ADD(ancilla2, a)

14: return a

4. Evaluation

We conducted an estimation of quantum resources employing the quantum program-
ming tool provided by ProjectQ. The NTT quantum circuit has three primary functions,
while the InvNTT quantum circuit has four main functions. Each function operates in
cycles (C). The quantum resources used in each sub-function of NTT are shown in Table 2.
Table 3 presents the quantum resources allocated to each sub-function within the InvNTT.
Since the table indicates the quantum resource used for one operation of each function, it
represents the minimum resources used for operating the function at a smaller n parameter.

Table 2. Quantum resources for the NTT function.

Function C
Quantum Gates

Depth
CCCNOT Toffoli CNOT X

f mul1 128 - 48,576 97,943 1 146,488

f mul2 768 97,024 195,564 33 2 292,592

Montgomery reduction 896 - 306,270 639,184 - 945,438

NTTsub 896 - 124 318 - 379

Table 3. Quantum resources for the InvNTT function.

Function C
Quantum Gates

Depth
CCCNOT Toffoli CNOT X

f mul3 896 97,024 195,564 50 2 292,608

f mul4 256 184,320 371,520 33 2 555,844

Barrett reduction 896 - 1,349,696 2,793,402 - 4,143,041

Montgomery reduction 1152 - 306,270 639,184 - 945,438

The functions FFM1 and FFM2 both perform multiplication using the input and
the constant zeta in the NTT process. The main difference is that FFM2 requires more
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quantum resources than FFM1. This is because FFM2 needs to ascertain whether the input
is positive or negative to determine the results expressed in the two’s complement. In
FFM2, a multi-controlled gate is used to determine the operation based on the input’s
sign. In InvFFM1, multiplication is conducted with the input and zeta, while in InvFFM2,
it is conducted with the input and the positive value f . InvFFM2 uses more quantum
resources because f is larger than zeta. The Montgomery reduction requires the most
resources in NTT due to multiplying large numbers. NTTsub uses the least amount of
resources by performing simple addition and subtraction on 32-bit qubits. The Barrett
reduction uses the most resources in InvNTT due to the multiplication of large numbers.
The quantum resource of each function is repeated by as much as C. Consequently, the
operation of NTT/InvNTT demands substantial resources. Given the quantum resources
for the NTT/InvNTT within the Kyber operation, it is expected that a very large-scale
quantum computer will be required to operate the entire cipher on the quantum computer.
In this regard, an attempt to implement a quantum circuit for an efficient NTT/InvNTT
architecture [31] may reduce quantum resources. This must be verified by efficiently
implementing quantum circuits and estimating quantum resources. These efforts are
anticipated to contribute to the establishment of benchmarks for efficient NTT/InvNTT
quantum circuits. Therefore, this needs to be pursued in future research. According to
IBM’s quantum computer development roadmap, they plan to have over 1000 qubits by
2023. After 2024, the goal is to reach between 1000 and 1 million qubits. As a result, it is
expected that large-scale quantum computers will appear in the future. Given this, it is
expected that in the future we can evaluate the post-quantum security of CRYSTAL-Kyber
using the large-scale quantum circuit.

5. Conclusions

In this paper, we propose a quantum circuit for NTT/InvNTT that is used to speed up
polynomial multiplication in CRYSTALS-Kyber. The proposed quantum circuits are imple-
mented as part of an optimization method to reduce quantum resources. The NTT/InvNTT
quantum circuits elucidate the operation by showcasing pseudo-codes for the sub-functions.
Finally, we estimate quantum resources based on the proposed quantum circuits and ana-
lyze them. As a result of the estimation of quantum resources, NTT has the largest depth
in the Montgomery reduction function and uses the most quantum resources. In InvNTT,
the Barrett reduction function has the largest depth, the most quantum resources are used,
and the Montgomery reduction function uses the most qubits. In the event of the eventual
development of large-scale quantum computers, it is foreseeable that the NTT operations
could be executed through the utilization of the proposed quantum circuit. To the best
of our knowledge, these are the first NTT/InvNTT quantum circuits to operate on the
CRYSTALS-Kyber cryptographic algorithm. We anticipate that this will serve as a pivotal
tool in assessing the post-quantum security robustness of CRYSTALS-Kyber.
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