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1. Resnet-18 Hizid IE

# DL_Resnet-18

import torch

import torch.nn as nn

import torch.optim as optim

import torchvision.transforms as transforms
import torchvision.datasets as datasets

from torch.utils.data import Dataset, Dataloader
import torchvision.models as models

import os

from PIL import Image

from torch.utils.mobile_optimizer import optimize_for_mobile
import torchvision.transforms.functional as TF
from google.colab import drive

import random

import matplotlib.pyplot as plt

import numpy as np

import cv2

# HE A= 1Y

def set_seed(seed=42):
random.seed (seed)
np.random.seed(seed)
torch.manual_seed (seed)
torch.cuda.manual_seed_all(seed)
torch.backends.cudnn.deterministic = True

M3 27)9| Splash SHSE| Foat &g, 2t
BHO2 T4E|0f, o7 40| gl ABH A
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torch.backends.cudnn.benchmark = False
set_seed(42)

# Google Drive ZA| OIRE
drive_path = '/content/drive’
drive.mount(drive_path, force_remount=True)

# Colab W& 42 A8
data_dir = "/content/drive/MyDrive/seg_dataset2_Alpha"
train_dir = os.path.join(data_dir, "train")

valid_dir = os.path.join(data_dir, "valid")

def smart_crop_retina(pil_image):
img = np.array(pil_image)

# 1. CLAHE A& (Contrast Limited Adaptive Histogram Equalization)
gray = cv2.cvtColor(img, cv2.COLOR_RGB2GRAY)

clahe = cv2.createCLAHE (clipLimit=1.0, tileGridSize=(8, 8))

gray = clahe.apply(gray)

#2 A H=S 2ot 22 AHE

gray = cv2.medianBlur(gray, 5)

# 3. Hough CircleZ & A=

height, width = gray.shape

min_r = int(min(height, width) * 0.25)

max_r = int(min(height, width) * 0.6)

circles = cv2.HoughCircles(gray, <v2.HOUGH_GRADIENT, dp=1.2,
minDist=100,

param1=60, param2=45,

minRadius=min_r, maxRadius=max_r)

# 4. 0] ZAEH SHS 7|22 = crop



if circles is not None:
circles = np.round(circles[O, :]).astype('int")
X, y, r = circles[0]
r = int(r * 0.96)
crop_size = int(r * 2.2)

x1 = max(0, x - crop_size // 2)
y1 = max(0, y - crop_size // 2)
x2 = min(width, x + crop_size // 2)
y2 = min(height, y + crop_size // 2)

cropped_img = imgly1:y2, x1:x2]
else:
cropped_img = img # ¥ 4 A0 Al ¥2 A8

return Image.fromarray(cropped_img)
def pad_to_square(image):

w, h = image.size
max_side = max(w, h)

padding = (
(max_side - w) // 2,
(max_side - h) // 2,
(max_side - w + 1) // 2,
(max_side - h + 1) // 2
)

return TF.pad(image, padding, fill=0, padding_mode='constant’)

class Cutout(object):
def _init__(self, n_holes, length):
self.n_holes = n_holes
self.length = length
def __call__(self, img):
h = img.size(1)
w = img.size(2)



mask = torch.ones((1, h, w), dtype=torch.float32)
for _ in range(self.n_holes):
y = random.randint(0, h - self.length)
x = random.randint(0, w - self.length)
mask[:, y:y+self.length, x:x+self.length] = 0.
mask = mask.expand_as(img)
return img * mask

# left Qf1 ARXIDH 2RI X E
class LeftFlipDataset(Dataset):
def _init__(self, root_dir, transform=None, apply_left_flip=False):
self.root_dir = root_dir
self.transform = transform
self.image_paths = []
self.labels = []
self.classes = sorted(os.listdir(root_dir))
self.apply_left_flip = apply_left_flip
for i, class_name in enumerate(self.classes):
class_path = os.path.join(root_dir, class_name)
if os.path.isdir(class_path):
for img_name in os.listdir(class_path):
self.image_paths.append(os.path.join(class_path,
img_name))
self.labels.append(i)
def __len__(self):
return len(self.image_paths)
def __getitem__(self, idx):
img_path = self.image_paths [idx]
label = self.labels[idx]
image = Image.open(img_path).convert('‘RGB’)
if self.apply_left_flip and "left" in os.path.basename(img_path):
image = TF.hflip(image)
if self.transform:
image = self.transform(image)



return image, label

# St&58 transform

train_transform = transforms.Compose(|[
transforms.Lambda(smart_crop_retina),
transforms.Lambda (pad_to_square),
transforms.Resize(256),
transforms.CenterCrop(224),
transforms.RandomRotation(degrees=(-2, 2)),
transforms.Colorlitter (brightness=0.5, contrast=0.3, saturation=0.3,

hue=0.04),
transforms.RandomAffine (degrees=0, translate=(0.1, 0.1)),
transforms.GaussianBlur (kernel_size=3),
transforms.ToTensor (),
transforms.Normalize(mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225]),

Cutout(n_holes=2, length=24)

1)

# H3& transform

valid_transform = transforms.Compose(|[
transforms.Lambda(smart_crop_retina),
transforms.Lambda(pad_to_square),
transforms.Resize (256),
transforms.CenterCrop(224),
transforms.ToTensor (),
transforms.Normalize(mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])

)]

# Hloly 2

train_dataset = LeftFlipDataset(train_dir, train_transform,
apply_left_flip=True)

valid_dataset = LeftFlipDataset(valid_dir, valid_transform,



apply_left_flip=True)

train_loader = Dataloader(train_dataset, batch_size=32, shuffle=True,
num_workers=2)
valid_loader = Dataloader(valid_dataset, batch_size=32, shuffle=False,

num_workers=2)

# 23 ol
device = torch.device('cuda" if torch.cuda.is_available() else "cpu”)
model = models.resnet18(weights='IMAGENET1K_V1')
num_ftrs = model.fc.in_features
num_classes = len(train_dataset.classes)
model.fc = nn.Sequential(
nn.Dropout(0.6),
nn.Linear (num_ftrs, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear(256, num_classes)
)

model = model.to(device)

# GPU AtE 7Hs O{f =l 3 =%
if torch.cuda.is_available():
print("CUDA is available!")
print(f'Device name: {torch.cuda.get_device_name(0)}")
print(ffNumber of GPUs: {torch.cuda.device_count()}")
else:
print("CUDA is NOT available. Training will be on CPU.")

# &4 2, SE[OO0|A, AHEY

criterion = nn.CrossEntropyLoss()

optimizer = optim.Adam(model.parameters(), Ir=0.0001,
weight_decay=1e-4)

scheduler = optim.Ir_scheduler.ReduceLROnPlateau(optimizer,



mode="max’, factor=0.1, patience=5, threshold=1e-4, verbose=True,
min_lr=1e-6)

SHA BEA
#os 2

def train(model, train_loader, valid_loader, criterion, optimizer, scheduler,
epochs=50):

best_valid_acc = 0.0

best_model_state = None

best_epoch = -1

train_accuracies = []

[l

valid_accuracies

for epoch in range(epochs):
model.train()
total_loss, correct, total = 0, 0, O
print(f"'Wn Epoch {epoch+1}/{epochs} AlZt...")

for images, labels in train_loader:
images, labels = images.to(device), labels.to(device)
optimizer.zero_grad()
outputs = model(images)
loss = criterion(outputs, labels)
if torch.isnan(loss):
print("Loss is Nan")
return None, train_accuracies, valid_accuracies,
best_epoch
loss.backward()
optimizer.step()
total_loss += loss.item()
_, predicted = outputs.max(1)
correct += (predicted == labels).sum().item()
total += labels.size(0)

train_acc = 100 * correct / total



train_accuracies.append (train_acc)
print (f" Epoch [{epoch+1}/{epochs}] etz - Loss:
{total_loss/len(train_loader):.4f}, Accuracy: {train_acc:.2f}%")

# Validation

model.eval()

val_loss, correct, total = 0, 0, O

with torch.no_grad():

for images, labels in valid_loader:

images, labels = images.to(device), labels.to(device)
outputs = model(images)
loss = criterion(outputs, labels)
val_loss += loss.item()
_, predicted = outputs.max(1)
correct += (predicted == labels).sum().item()
total += labels.size(0)

val_loss /= len(valid_loader)

valid_acc = 100 * correct / total

valid_accuracies.append(valid_acc)

print(f’ Validation Loss: {val_loss:.4f}, Accuracy:
{valid_acc:.2f}%")

# Best model A&

if valid_acc ) best_valid_acc:
best_valid_acc = valid_acc
best_model_state = model.state_dict()
best_epoch = epoch + 1

scheduler.step(val_loss)

return best_model_state, train_accuracies, valid_accuracies,
best_epoch



# s 2 AE

best_model, train_acc_history, valid_acc_history, best_epoch = train(
model, train_loader, valid_loader, criterion, optimizer, scheduler,

epochs=50)

if best_model is not None:
model.load_state_dict (best_model)
model.eval()
model.to(torch.device ("cpu’))

# Ny d= 43

save_base = "/content/drive/MyDrive"

pth_path = os.path.join(save_base, "resnet18_mobile_3.1.pth")
pt_path = os.path.join(save_base, "resnet18_mobile_3.1.pt")
ptl_path = os.path.join(save_base, "resnet18_mobile_3.1.ptl")

# .pth A&
torch.save(model.state_dict(), pth_path)

try:
torch.manual_seed(42)
example_input = torch.randn(1, 3, 224, 224,
dtype=torch.float32)
traced_model
traced_model

torch.jit.trace(model, example_input)

torch.jit.freeze (traced_model)

# .pt A&
torch.jit.save(traced_model, pt_path)

# .ptl 4 (Lited)
optimized_model = optimize_for_mobile (traced_model)
optimized_model._save_for_lite_interpreter (ptl_path)

print(F22 A& 2tz (pth, .pt, .pth) | 2|& 0f|=: {best_epoch}")



except Exception as e:
print(F22 A & 27 Z4: {e}")
else:
print("etE A0 - H&AE ZEH QlZ.")

# = A2t

plt.figure(figsize=(10, 6))

plt.plot(range(1,  len(train_acc_history) + 1),
label="Train Accuracy’)

plt.plot(range(1,  len(valid_acc_history) + 1),
label="Valid Accuracy’)

plt.xlabel ("Epoch’)

plt.ylabel ("Accuracy (%)’)

plt.title('Train and Validation Accuracy over Epochs’)
plt.legend()

plt.grid(True)

plt.show ()

2. Efficientent-B0 Hzid I E

//DL_Efficientnet_BO

import torch

import torch.nn as nn

import torch.optim as optim

import torchvision.transforms as transforms
import torchvision.datasets as datasets

from torch.utils.data import Dataset, Dataloader
import torchvision.models as models

import os

from PIL import Image

train_acc_history,

valid_acc_history,

from torch.utils.mobile_optimizer import optimize_for_mobile

from torchvision.models import efficientnet_b0, EfficientNet_BO_Weights

import torchvision.transforms.functional as TF



from google.colab import drive
import random

import matplotlib.pyplot as plt
import numpy as np

import cv2

# HE AE 1A

def set_seed(seed=42):
random.seed (seed)
np.random.seed (seed)
torch.manual_seed (seed)
torch.cuda.manual_seed_all(seed)
torch.backends.cudnn.deterministic = True
torch.backends.cudnn.benchmark = False

set_seed(42)

# Google Drive ZA| ORE
drive_path = '/content/drive’
drive.mount(drive_path, force_remount=True)

# Colab LHE 42 AL

data_dir = "/content/drive/MyDrive/seg_dataset2_Alpha"
train_dir = os.path.join(data_dir, "train’)

valid_dir = os.path.join(data_dir, "valid")

# 2| 2ty
def smart_crop_retina(pil_image):
img = np.array(pil_image)

# 1. CLAHE A& (Contrast Limited Adaptive Histogram Equalization)
gray = cv2.cvtColor(img, cv2.COLOR_RGB2GRAY)

clahe = cv2.createCLAHE (clipLimit=1.0, tileGridSize=(8, 8))

gray = clahe.apply(gray)



#2. 9 4e2 ol 22 38

gray = cv2.medianBlur(gray, 5)

# 3. Hough CircleZ ¥ A=

height, width = gray.shape

min_r = int(min(height, width) * 0.25)

max_r = int(min(height, width) * 0.6)

circles = cv2.HoughCircles(gray, <v2.HOUGH_GRADIENT, dp=1.2,
minDist=100,

param1=60, param2=45,

minRadius=min_r, maxRadius=max_r)

# 4. 0| AAEH Sels 7IZF2E crop
if circles is not None:
circles = np.round(circles[O, :]).astype('int")
X, y, r = circles[0]
r = int(r * 0.96)
crop_size = int(r * 2.2)

x1 = max(0, x - crop_size // 2)
y1 = max(0, y - crop_size // 2)
x2 = min(width, x + crop_size // 2)
y2 = min(height, y + crop_size // 2)

cropped_img = imgly1:y2, x1:x2]
else:
cropped_img = img # 9 ZHE ALl Al 912 ALE

return Image.fromarray(cropped_img)

def pad_to_square(image):
w, h = image.size
max_side = max(w, h)
padding = (



(max_side - w) // 2,
(max_side - h) // 2,
(max_side - w + 1) // 2,

(max_side - h + 1) // 2
)
return TF.pad(image, padding, fill=0, padding_mode='constant’)

class Cutout(object):

def _init__(self, n_holes, length):
self.n_holes = n_holes
self.length = length

def __call__(self, img):
h = img.size(1)
w = img.size(2)
mask = torch.ones((1, h, w), dtype=torch.float32)
for _ in range(self.n_holes):

y
X

random.randint(0, h - self.length)

random.randint(0, w - self.length)
mask[:, y:y+self.length, x:x+self.length] = 0.

mask = mask.expand_as(img)

return img * mask

# HAE Dataset
class LeftFlipDataset(Dataset):
def _init__(self, root_dir, transform=None, apply_left_flip=False):
self.root_dir = root_dir
self.transform = transform
self.image_paths = []
self.labels = []
self.classes = sorted(os.listdir(root_dir))
self.apply_left_flip = apply_left_flip
for i, class_name in enumerate(self.classes):
class_path = os.path.join(root_dir, class_name)
if os.path.isdir(class_path):



for img_name in os.listdir(class_path):
self.image_paths.append(os.path.join(class_path,
img_name))
self.labels.append(i)
def __len__(self):
return len(self.image_paths)
def __getitem__(self, idx):
img_path = self.image_paths[idx]
label = self.labels[idx]
image = Image.open(img_path).convert('‘RGB’)
if self.apply_left_flip and "left" in os.path.basename(img_path):
image = TF.hflip(image)
if self.transform:
image = self.transform(image)
return image, label

# St58 transform
train_transform = transforms.Compose(|[
# transforms.Lambda(smart_crop_retina),
# transforms.Lambda (pad_to_square),
transforms.Resize (256),
transforms.CenterCrop(224),
transforms.RandomRotation(degrees=(-2, 2)),
transforms.Colorlitter (brightness=0.5, contrast=0.3, saturation=0.3,
hue=0.04),
transforms.RandomAffine (degrees=0, translate=(0.1, 0.1)),
transforms.GaussianBlur (kernel_size=3),
transforms.ToTensor(),
transforms.Normalize (mean=[0.485, 0.456, 0.406],
std=[0.229, 0.224, 0.225]),
Cutout(n_holes=2, length=24)
1)

# AZE transform



valid_transform = transforms.Compose(|[

# transforms.Lambda(smart_crop_retina),

# transforms.Lambda(pad_to_square),

transforms.Resize(256),

transforms.CenterCrop(224),

transforms.ToTensor (),

transforms.Normalize (mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])

)

# H|O[E 2O

train_dataset = LeftFlipDataset(train_dir, train_transform,
apply_left_flip=True)

valid_dataset = LeftFlipDataset (valid_dir, valid_transform,
apply_left_flip=True)

train_loader = Dataloader(train_dataset, batch_size=32, shuffle=True,

num_workers=2)
valid_loader = Dataloader(valid_dataset, batch_size=32, shuffle=False,
num_workers=2)

# 23 ol

device = torch.device('cuda" if torch.cuda.is_available() else "cpu”)
weights = EfficientNet_BO_Weights.DEFAULT

model = efficientnet_b0(weights=weights)

num_ftrs = model.classifier[1].in_features
num_classes = len(train_dataset.classes)
model.classifier = nn.Sequential (

nn.Dropout(0.6),

nn.Linear(num_ftrs, 256),

nn.BatchNorm1d(256),

nn.ReLU(),

nn.Dropout(0.4),

nn.Linear(256, num_classes)



)

model = model.to(device)

# GPU At& 7t O =0l 3! =3
if torch.cuda.is_available():
print("CUDA is available!")
print(f'Device name: {torch.cuda.get_device_name(0)}")
print(ffNumber of GPUs: {torch.cuda.device_count()}")
else:
print("CUDA is NOT available. Training will be on CPU.")

# &4 2, SEO0[A, 2728

criterion = nn.CrossEntropyLoss()

optimizer = optim.Adam(model.parameters(), Ir=0.0001,
weight_decay=1e-4)
scheduler = optim.Ir_scheduler.ReduceLROnPlateau(optimizer,

mode="max’, factor=0.1, patience=5,
threshold=1e-4,
verbose=True, min_Ir=1e-6)

A St

#
def train(model, train_loader, valid_loader, criterion, optimizer, scheduler,
epochs=50):

best_valid_acc = 0.0

best_model_state = None

best_epoch = -1

train_accuracies

_|Ok
f
ook

A
e

[l
(]

valid_accuracies

for epoch in range(epochs):
model.train()
total_loss, correct, total = 0, 0, O
print(f"Wn Epoch {epoch+1}/{epochs} AlZ}...")



for images, labels in train_loader:

images, labels = images.to(device), labels.to(device)

optimizer.zero_grad()
outputs = model(images)
loss = criterion(outputs, labels)
if torch.isnan(loss):
print("Loss is Nan")

return None, train_accuracies, valid_accuracies,

best_epoch
loss.backward()
optimizer.step()
total_loss += loss.item()
_, predicted = outputs.max(1)
correct += (predicted == labels).sum().item()
total += labels.size(0)

train_acc = 100 * correct / total

train_accuracies.append (train_acc)

print(f"  Epoch [{epoch+1}/{epochs}] etz
{total_loss/len(train_loader):.4f}, Accuracy: {train_acc:.2f}%")

# Validation
model.eval()
val_loss, correct, total = 0, 0, O
with torch.no_grad():
for images, labels in valid_loader:

- Loss:

images, labels = images.to(device), labels.to(device)

outputs = model(images)

loss = criterion(outputs, labels)
val_loss += loss.item()

_, predicted = outputs.max(1)

correct += (predicted == labels).sum().item()

total += labels.size(0)



val_loss /= len(valid_loader)

valid_acc = 100 * correct / total

valid_accuracies.append(valid_acc)

print(f" Validation Loss: {val_loss:.4f}, Accuracy:
{valid_acc:.2f}%")

# Best model A&

if valid_acc ) best_valid_acc:
best_valid_acc = valid_acc
best_model_state = model.state_dict()
best_epoch = epoch + 1

scheduler.step(val_loss)

return best_model_state, train_accuracies, valid_accuracies,
best_epoch

#ots 2 AHE

best_model, train_acc_history, valid_acc_history, best_epoch = train(
model, train_loader, valid_loader, criterion, optimizer, scheduler,

epochs=50)

if best_model is not None:
model.load_state_dict (best_model)
model.eval()
model.to(torch.device ("cpu”))

# Mg 42 2%

save_base = "/content/drive/MyDrive"

pth_path = os.path.join(save_base, "efficientnetBO_mobile_1.0.pth")
pt_path = os.path.join(save_base, "efficientnetBO_mobile_1.0.pt")
ptl_path = os.path.join(save_base, "efficientnetBO_mobile_1.0.ptl")

# .pth A&



torch.save(model.state_dict(), pth_path)

try:
torch.manual_seed(42)

example_input = torch.randn(1, 3,

dtype=torch.float32)

224, 224,

traced_model = torch.jit.trace(model, example_input)

traced_model = torch.jit.freeze (traced_model)

# .pt A%
torch.jit.save(traced_model, pt_path)

# .ptl A (Lite)

optimized_model = optimize_for_mobile (traced_model)

optimized_model._save_for_lite_interpreter(ptl_path)

print(F22 A& 2tz (pth, .pt, .pth) | Z|& O|=: {best_epoch}”)

except Exception as e:
print(F22 A& & 27 LA {e})
else:
print("etE AOf - X&E ZEH glE.")

# A= A2t

plt.figure(figsize=(10, 6))

plt.plot(range(1,  len(train_acc_history) + 1),
label="Train Accuracy')

plt.plot(range(1, len(valid_acc_history) + 1),
label="Valid Accuracy’)

plt.xlabel ("Epoch’)

plt.ylabel ('Accuracy (%)")

plt.title("Train and Validation Accuracy over Epochs’)
plt.legend()

plt.grid(True)

plt.show ()

train_acc_history,

valid_acc_history,



3. Mobilenet-V2 Hz{d I E

//DL_Mobilenet_V2

import torch

import torch.nn as nn

import torch.optim as optim

import torchvision.transforms as transforms

import torchvision.datasets as datasets

from torch.utils.data import Dataset, Dataloader

import torchvision.models as models

import os

from PIL import Image

from torch.utils.mobile_optimizer import optimize_for_mobile
from torchvision.models import mobilenet_v2, MobileNet_V2_Weights
import torchvision.transforms.functional as TF

from google.colab import drive

import random

import matplotlib.pyplot as plt

import numpy as np

import cv2

# HE A= 1Y

def set_seed(seed=42):
random.seed (seed)
np.random.seed (seed)
torch.manual_seed(seed)
torch.cuda.manual_seed_all (seed)
torch.backends.cudnn.deterministic = True
torch.backends.cudnn.benchmark = False

set_seed(42)



# Google Drive ZA OI2E
drive_path = '/content/drive’
drive.mount(drive_path, force_remount=True)

# Colab LHE 4E ME

data_dir = "/content/drive/MyDrive/seg_dataset2_Alpha"
train_dir = os.path.join(data_dir, "train")

valid_dir = os.path.join(data_dir, "valid")

# 2| Ay
def smart_crop_retina(pil_image):
img = np.array(pil_image)

# 1. CLAHE #& (Contrast Limited Adaptive Histogram Equalization)
gray = cv2.cvtColor(img, cv2.COLOR_RGB2GRAY)

clahe = cv2.createCLAHE (clipLimit=1.0, tileGridSize=(8, 8))

gray = clahe.apply(gray)

# 2. 3 d=S flot 22 48

gray = cv2.medianBlur(gray, 5)

# 3. Hough CircleZ & A=

height, width = gray.shape

min_r = int(min(height, width) * 0.25)

max_r = int(min(height, width) * 0.6)

circles = cv2.HoughCircles(gray, <v2.HOUGH_GRADIENT, dp=1.2,
minDist=100,

param1=60, param2=45,

minRadius=min_r, maxRadius=max_r)

# 4. 0| HAEH SHE 7222 crop

if circles is not None:
circles = np.round(circles[O, :]).astype('int")
X, y, r = circles[O]



r = int(r * 0.96)
crop_size = int(r * 2.2)

x1 = max(0, x - crop_size // 2)

y1 = max(0, y - crop_size // 2)

x2 = min(width, x + crop_size // 2)

y2 = min(height, y + crop_size // 2)

cropped_img = imgly1:y2, x1:x2]
else:

cropped_img = img # ¥ ZE A0 Al ¥2 A8
return Image.fromarray(cropped_img)
def pad_to_square(image):

w, h = image.size
max_side = max(w, h)

padding = (
(max_side - w) // 2,
(max_side - h) // 2,
(max_side - w + 1) // 2,

(max_side - h + 1) // 2
)
return TF.pad(image, padding, fill=0, padding_mode='constant’)

class Cutout(object):

def _init__(self, n_holes, length):
self.n_holes = n_holes
self.length = length

def __call__(self, img):
h = img.size(1)
w = img.size(2)
mask = torch.ones((1, h, w), dtype=torch.float32)
for _ in range(self.n_holes):

y = random.randint(0, h - self.length)



x = random.randint(0, w - self.length)
mask[:, y:y+self.length, x:x+self.length] = 0.
mask = mask.expand_as(img)
return img * mask

# HAE Dataset
class LeftFlipDataset(Dataset):
def __init__(self, root_dir, transform=None, apply_left_flip=False):
self.root_dir = root_dir
self.transform = transform
self.image_paths = []
self.labels = []
self.classes = sorted(os.listdir(root_dir))
self.apply_left_flip = apply_left_flip
for i, class_name in enumerate(self.classes):
class_path = os.path.join(root_dir, class_name)
if os.path.isdir(class_path):
for img_name in os.listdir(class_path):
self.image_paths.append(os.path.join(class_path,
img_name))
self.labels.append (i)
def __len__(self):
return len(self.image_paths)
def __getitem__(self, idx):
img_path = self.image_paths [idx]
label = self.labels[idx]
image = Image.open(img_path).convert('‘RGB')
if self.apply_left_flip and "left" in os.path.basename(img_path):
image = TF.hflip(image)
if self.transform:
image = self.transform(image)
return image, label

# st5E8 transform



train_transform = transforms.Compose(|[
# transforms.Lambda(smart_crop_retina),
# transforms.Lambda(pad_to_square),
transforms.Resize (256),
transforms.CenterCrop(224),
transforms.RandomRotation(degrees=(-2, 2)),
transforms.Colorlitter (brightness=0.5, contrast=0.3, saturation=0.3,
hue=0.04),
transforms.RandomAffine (degrees=0, translate=(0.1, 0.1)),
transforms.GaussianBlur (kernel_size=3),
transforms.ToTensor (),
transforms.Normalize(mean=[0.485, 0.456, 0.406],
std=[0.229, 0.224, 0.225]),
Cutout(n_holes=2, length=24)
1)

# A3E transform

valid_transform = transforms.Compose(|[
# transforms.Lambda(smart_crop_retina),
# transforms.Lambda (pad_to_square),
transforms.Resize (256),
transforms.CenterCrop(224),
transforms.ToTensor (),
transforms.Normalize(mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])

1

# Coly =4

train_dataset = LeftFlipDataset(train_dir, train_transform,
apply_left_flip=True)

valid_dataset = LeftFlipDataset(valid_dir, valid_transform,
apply_left_flip=True)

train_loader = Dataloader(train_dataset, batch_size=32, shuffle=True,

num_workers=2)



valid_loader = Dataloader(valid_dataset, batch_size=32, shuffle=False,
num_workers=2)

# 23 Fol

device = torch.device("cuda” if torch.cuda.is_available() else "cpu”)
weights = MobileNet_V2_Weights.DEFAULT

model = mobilenet_v2 (weights=weights)

num_ftrs = model.classifier[1].in_features
num_classes = len(train_dataset.classes)
model.classifier = nn.Sequential(
nn.Dropout(0.6),
nn.Linear (num_ftrs, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear (256, num_classes)
)

model = model.to(device)

# GPU AtE 7ts Off =l 3 =%
if torch.cuda.is_available():
print("CUDA is available!")
print(f'Device name: {torch.cuda.get_device_name(0)}")
print(f'Number of GPUs: {torch.cuda.device_count()}")
else:
print("CUDA is NOT available. Training will be on CPU.")

# &4 g, SEOOIA, A2

criterion = nn.CrossEntropyLoss()

optimizer = optim.Adam(model.parameters(), Ir=0.0001,
weight_decay=1e-4)

scheduler = optim.Ir_scheduler.ReduceLROnPlateau(optimizer,
mode="max’, factor=0.1, patience=5,



threshold=1e-4,

verbose=True, min_Ir=1e-6)

SHA BEA
#os 2

def train(model, train_loader, valid_loader, criterion, optimizer, scheduler,

epochs=50):

best_valid_acc = 0.0
best_model_state = None

best_epoch = -1

train_accuracies = []

valid_accuracies = []

for epoch in range(epochs):

model.train()

total_loss, correct, total = 0, 0, O
print(f"%n Epoch {epoch+1}/{epochs} AlZt...")

for images, labels in train_loader:

best_epoch

images, labels = images.to(device), labels.to(device)
optimizer.zero_grad()
outputs = model(images)
loss = criterion(outputs, labels)
if torch.isnan(loss):
print("Loss is Nan")
return None, train_accuracies, valid_accuracies,

loss.backward()

optimizer.step()

total_loss += loss.item()

_, predicted = outputs.max(1)

correct += (predicted == labels).sum().item()
total += labels.size(0)

train_acc = 100 * correct / total



train_accuracies.append (train_acc)
print (f" Epoch [{epoch+1}/{epochs}] etz - Loss:
{total_loss/len(train_loader):.4f}, Accuracy: {train_acc:.2f}%")

# Validation

model.eval()

val_loss, correct, total = 0, 0, O

with torch.no_grad():

for images, labels in valid_loader:

images, labels = images.to(device), labels.to(device)
outputs = model(images)
loss = criterion(outputs, labels)
val_loss += loss.item()
_, predicted = outputs.max(1)
correct += (predicted == labels).sum().item()
total += labels.size(0)

val_loss /= len(valid_loader)

valid_acc = 100 * correct / total

valid_accuracies.append(valid_acc)

print(f’ Validation Loss: {val_loss:.4f}, Accuracy:
{valid_acc:.2f}%")

# Best model A&

if valid_acc ) best_valid_acc:
best_valid_acc = valid_acc
best_model_state = model.state_dict()
best_epoch = epoch + 1

scheduler.step(val_loss)

return best_model_state, train_accuracies, valid_accuracies,
best_epoch



# s 2 AE

best_model, train_acc_history, valid_acc_history, best_epoch = train(
model, train_loader, valid_loader, criterion, optimizer, scheduler,

epochs=50)

if best_model is not None:
model.load_state_dict (best_model)
model.eval()
model.to(torch.device ("cpu’))

# Ny d= 43

save_base = "/content/drive/MyDrive"

pth_path = os.path.join(save_base, "'mobilenetv2_mobile_1.0.pth")
pt_path = os.path.join(save_base, "mobilenetv2_mobile_1.0.pt")
ptl_path = os.path.join(save_base, "'mobilenetv2_mobile_1.0.ptl")

# .pth A&
torch.save(model.state_dict(), pth_path)

try:
torch.manual_seed(42)
example_input = torch.randn(1, 3, 224, 224,
dtype=torch.float32)
traced_model

torch.jit.trace(model, example_input)

traced_model = torch.jit.freeze(traced_model)

# .pt A&
torch.jit.save(traced_model, pt_path)

# .ptl 4 (Lited)
optimized_model = optimize_for_mobile (traced_model)
optimized_model._save_for_lite_interpreter (ptl_path)

print(F22 A& 2tz (pth, .pt, .pth) | 2|& 0f|=: {best_epoch}")



except Exception as e:
print(F22 A & 27 Z4: {e}")
else:
print("etE A0 - H&AE ZEH QlZ.")

# = A2t

plt.figure(figsize=(10, 6))

plt.plot(range(1,  len(train_acc_history) + 1),
label="Train Accuracy’)

plt.plot(range(1,  len(valid_acc_history) + 1),
label="Valid Accuracy’)

plt.xlabel ("Epoch’)

plt.ylabel ("Accuracy (%)’)

plt.title('Train and Validation Accuracy over Epochs’)
plt.legend()

plt.grid(True)

plt.show ()

4. MainActivity1.java

//MainActivity1.java
package eye.application;

import android.Manifest;

import android.content.Intent;

import android.content.pm.PackageManager;
import android.graphics.Bitmap;

import android.graphics.BitmapFactory;
import android.graphics.Matrix;

import android.net.Uri;

import android.os.Bundle;

import android.os.Environment;

import android.provider.MediaStore;

train_acc_history,

valid_acc_history,



import android.util.Log;

import android.widget.Button;
import android.widget.ImageView;
import android.widget.Toast;

import androidx.activity.result.ActivityResultLauncher;

import androidx.activity.result.contract.ActivityResultContracts;
import androidx.annotation.NonNull;

import androidx.appcompat.app.AppCompatActivity;

import androidx.core.app.ActivityCompat;

import androidx.core.content.ContextCompat;

import androidx.core.content.FileProvider;

import androidx.exifinterface.media.Exiflnterface;

import org.opencv.android.OpenCVLoader;

import java.io.File;

import java.io.FileOutputStream;
import java.io.lOException;
import java.io.InputStream;

public class MainActivity1 extends AppCompatActivity {

private static final int CAMERA_PERMISSION_REQUEST_CODE
private ActivityResultLauncher(Intent) cameralLauncher;
private ActivityResultLauncher{Intent) galleryLauncher;

private String currentPhotoPath;
private ImageView imageView;

static {
if (!0penCVLoader.initDebug()) {
Log.d("OpenCV’, "OpenCV initialization failed");
1 else {

= 100;



Log.d("OpenCV’, "OpenCV initialized successfully”);

@Override
protected void onCreate(Bundle savedinstanceState) {
super.onCreate(savedInstanceState);

Log.d("MainActivity1", " onCreate &&&");

setContentView (R.layout.activity_main);
Log.d("MainActivity1", " setContentView 2&");

if (getSupportActionBar() != null) getSupportActionBar().hide();

Button cameraButton = findViewByld(R.id.start_detection_button);
Button galleryButton = findViewByld(R.id.open_gallery_button);
imageView = findViewByld(R.id.image_view);
imageView.setimageResource(R.drawable.retina_logo);

/] ZtH2 HE
cameraButton.setOnClickListener(v -) {
if (ContextCompat.checkSelfPermission (this,
Manifest.permission.CAMERA) ==
PackageManager.PERMISSION_GRANTED) {
launchCameralntent();
} else {

ActivityCompat.requestPermissions (this, new
Stringl[]{Manifest.permission.CAMERA},
CAMERA_PERMISSION_REQUEST_CODE);

}
s

/] ZtH2t 2 X2



cameralauncher = registerForActivityResult(new
ActivityResultContracts.StartActivityForResult(), result -) {
if (result.getResultCode() == RESULT_OK) {
File imageFile = new File(currentPhotoPath);
if (imagefFile.exists()) {
compressimageFile(currentPhotoPath, 85);
Intent intent = new Intent(MainActivity1.this,
MainActivity2.class);
intent.putExtra(‘image_path®, currentPhotoPath);
startActivity (intent);

finish();
} else {
Toast.makeText(this, AR &9 A,
Toast.LENGTH_SHORT).show();

}
1)

/] Z3E| HE
galleryButton.setOnClickListener(v -) {
Intent intent = new Intent(Intent. ACTION_PICK,
MediaStore.Images.Media.EXTERNAL_CONTENT_URI);
intent.setType("image/*");
galleryLauncher.launch (intent);

1

/] Z2| Zat X2
galleryLauncher = registerForActivityResult(new

ActivityResultContracts.StartActivityForResult(), result -) {
RESULT_OK & &

if (result.getResultCode() =
result.getData() != null) {
Uri imageUri = result.getData().getData();
if (imageUri !'= null) {
try {



InputStream imageStream =
getContentResolver().openinputStream (imageUri);

Bitmap bitmap =
BitmapFactory.decodeStream (imageStream);

File tempFile = new File(getCacheDir(),
"gallery_input.jpg");

FileOutputStream out = new
FileOutputStream (tempFile);

bitmap.compress (Bitmap.CompressFormat.JPEG,
100, out);

out.close();

Intent intent = new Intent(MainActivity1.this,
MainActivity2.class);

intent.putExtra("image_path”,
tempFile.getAbsolutePath());

startActivity (intent);

finish();

} catch (IOException e) {
e.printStackTrace();
Toast.makeText(this, "0|0|Z] E2{27| AOf",
Toast.LENGTH_SHORT).show ();
}

1

private void launchCameraintent() {
Intent takePicturelntent = new
Intent(MediaStore.ACTION_IMAGE_CAPTURE);
if  (takePicturelntent.resolveActivity (getPackageManager()) !=



null) {
File photoFile = createlmageFile();
if (photoFile != null) {
Uri photoUri = FileProvider.getUriForFile(this,
"eye.application.fileprovider®, photoFile);
takePicturelntent.putExtra(MediaStore.EXTRA_OUTPUT,
photoUri);
cameralLauncher.launch(takePicturelntent);

private File createlmageFile() {

File storageDir =
getExternalFilesDir (Environment.DIRECTORY_PICTURES);
try {
File image = File.createTempFile(‘captured_image_’, ".jpg’,

storageDir);
currentPhotoPath = image.getAbsolutePath();
return image;
} catch (IOException e) {
e.printStackTrace();
return null;

private void compressimageFile(String inputPath, int quality) {
try {
Bitmap bitmap = BitmapFactory.decodeFile(inputPath);

Exifinterface exif = new Exifinterface(inputPath);

int orientation =
exif.getAttributelnt(Exiflnterface. TAG_ORIENTATION,
Exiflnterface. ORIENTATION_NORMAL);



Matrix matrix = new Matrix();
switch (orientation) {

case Exiflnterface. ORIENTATION_ROTATE_90:
matrix.postRotate(90); break;
case Exiflnterface. ORIENTATION_ROTATE_180:
matrix.postRotate(180); break;
case Exiflnterface. ORIENTATION_ROTATE_270:
matrix.postRotate(270); break;
}
if (orientation != Exiflnterface.ORIENTATION_NORMAL) {
bitmap = Bitmap.createBitmap (bitmap, 0, 0,
bitmap.getWidth(), bitmap.getHeight(), matrix, true);
}

int width = bitmap.getWidth();
int height = bitmap.getHeight();
if (width ) 1000) {
float scale = 1000f / width;
int newHeight = (int) (height * scale);
bitmap = Bitmap.createScaledBitmap(bitmap, 1000,
newHeight, true);

}

FileOutputStream out = new FileOutputStream (inputPath);

bitmap.compress (Bitmap.CompressFormat.JPEG, quality,
out);

out.flush();

out.close();

} catch (Exception e) {
e.printStackTrace();



@Override
public void onRequestPermissionsResult(int requestCode, @NonNull
String[] permissions, @NonNull int[] grantResults) {
super.onRequestPermissionsResult (requestCode, permissions,
grantResults);
if (requestCode == CAMERA_PERMISSION_REQUEST_CODE) {
if (grantResults.length ) 0 && grantResults[0] ==
PackageManager.PERMISSION_GRANTED) {
launchCameralntent();

} else {
Toast.makeText(this, "Fto|2t 30| ook C},
Toast.LENGTH_SHORT).show();
1

5. MainActivity2.java

//MainActivity2.java
package eye.application;

import android.content.Intent;
import android.graphics.Bitmap;
import android.graphics.BitmapFactory;
import android.graphics.Canvas;
import android.graphics.Color;
import android.os.Bundle;

import android.os.Environment;
import android.util.Log;

import android.widget.Button;
import android.widget.ImageView;
import android.widget. TextView;
import android.widget.ProgressBar;



import android.view.View;
import androidx.appcompat.app.AppCompatActivity;

import org.opencv.android.OpenCVLoader;
import org.opencv.android.Utils;

import org.opencv.core.Mat;

import org.opencv.core.Rect;

import org.opencv.core.Size;

import org.opencv.imgproc.Imgproc;
import org.opencv.imgproc.CLAHE;

import org.opencv.core.Core;

import org.opencv.core.Scalar;

import org.pytorch.IValue;

import org.pytorch.LiteModuleLoader;

import org.pytorch.Module;

import org.pytorch.Tensor;

import org.pytorch.torchvision.TensorimageUstils;

import java.io.File;

import java.io.FileOutputStream;

import java.io.lOException;

import java.io.InputStream;

import java.io.OutputStream;

import java.util.Locale;

import java.util.concurrent.ExecutorService;
import java.util.concurrent.Executors;
import java.util.ArrayList;

import java.util.List;

import android.content.Context;
import android.net.Uri;
import android.content.ContentResolver;



import android.content.ContentValues;
import android.provider.MediaStore;

public class MainActivity2 extends AppCompatActivity {
static {
System.loadLibrary ("pytorch_jni");
System.loadLibrary ("pytorch_vision_jni");

}
static {
if (10OpenCVLoader.initDebug()) {
Log.d("OpenCV’, "OpenCV initialization failed");
} else {
Log.d("OpenCV", "OpenCV initialized successfully”);
}
}

private Module model;

private ProgressBar loadingSpinner;
private TextView resultText;
private ImageView imageView;
private Button retryButton;

@Override

protected void onCreate(Bundle savedinstanceState) {
super.onCreate(savedInstanceState);
setContentView (R.layout.activity2_main);

if (getSupportActionBar() != null) getSupportActionBar().hide();

resultText = findViewByld(R.id.result_text);
loadingSpinner = findViewByld(R.id.loading_spinner);
imageView = findViewByld(R.id.image_view);
retryButton = findViewByld(R.id.retry_button);



try {
String modelPath = assetFilePath (this,

‘resnet18_mobile_3.1.ptl");

model = LiteModuleLoader.load(modelPath);
} catch (IOException e) {

e.printStackTrace();

resultText.setText("2 & ZE AlOj{");

return;

String imagePath = getintent().getStringExtra(‘image_path");
if (imagePath != null) {
File imgFile = new File(imagePath);
if (imgFile.exists()) {
String cleanedPath =
removeExifFromlmage (imgFile.getAbsolutePath());
Bitmap bitmap = BitmapFactory.decodeFile(cleanedPath);
Bitmap cropped = cropFundusCircle(bitmap);
imageView.setlmageBitmap (cropped);
saveBitmapForDebug(cropped, "debug_output.jpg”);
classifyEyeDisease(cropped);

retryButton.setOnClickListener(v -) {
startActivity (new Intent(MainActivity2.this,

MainActivity1.class));
finish();
s

private void classifyEyeDisease(Bitmap bitmap) {



resultText.setText("24 SYULICE.. Wn&AI2E 7|ICHAFANIL");
retryButton.setVisibility (View.GONE);
loadingSpinner.setVisibility (View.VISIBLE);

ExecutorService executor =
Executors.newSingleThreadExecutor();
executor.execute(() -) {
Tensor inputTensor =
TensorlmageUtils.bitmapToFloat32Tensor (
bitmap,
TensorimageUtils. TORCHVISION_NORM_MEAN_RGB,
TensorimageUtils. TORCHVISION_NORM_STD_RGB
);

/] tensor[0,:,0,0] 2t 2 (R, G, B &A)

float[] inputData = inputTensor.getDataAsFloatArray();

int H =224, W = 224;

float rO = inputData[0];

float g0 = inputData[H * W];

float b0 = inputData[2 * H * W];

Log.d("TENSOR_DEBUG", String.format("Tensor[0,:,0,0] — R:
%.4f, G: %.4f, B: %.4f", r0, g0, b0));

Tensor outputTensor =
model.forward (IValue.from(inputTensor)).toTensor();

float[] scores = outputTensor.getDataAsFloatArray();

float[] probabilities = softmax(scores);

String[] classes = {"AMD", ‘'Diabetic  Retinopathy’,
", "Normal'};
String result = String.format(Locale.US,
"AMD: %.1f% %WnDR: %.1f% %¥WnGlaucoma:
%.1f% %WnNormal: %.1f%%",

probabilities[0] * 100, probabilities[1] * 100,

"Glaucoma’,



probabilities[2] * 100, probabilities[3] * 100);

runOnUiThread(() -) {
resultText.setText(result);
retryButton.setVisibility (View.VISIBLE);
loadingSpinner.setVisibility (View.GONE);
1)
s

private float[] softmax(float[] input) {
float[] output = new float[input.length];
float sum = 0;
for (float val : input) sum += Math.exp(val);
for (int i = 0; i { input.length; i++) {
output[i] = (float) (Math.exp(input[i]) / sum);
}

return output;

private Bitmap padToSquare(Bitmap input) {
int width = input.getWidth();
int height = input.getHeight();
int size = Math.max(width, height);
Bitmap padded = Bitmap.createBitmap (size, size,

input.getConfig());

Canvas canvas = new Canvas(padded);
canvas.drawColor(Color.BLACK);
int left = (size - width) / 2;
int top = (size - height) / 2;
canvas.drawBitmap(input, left, top, null);
return padded;



public Bitmap cropFundusCircle(Bitmap inputBitmap) {
Mat src = new Mat();
Utils.bitmapToMat (inputBitmap, src);
Imgproc.cvtColor(src, src, Imgproc. COLOR_RGBA2RGB);

Mat lab = new Mat();

Imgproc.cvtColor(src, lab, Imgproc. COLOR_RGB2Lab);
List{Mat) labChannels = new ArrayList{)();
Core.split(lab, labChannels);

CLAHE clahe = Imgproc.createCLAHE(1.0, new Size(8, 8));
clahe.apply (labChannels.get(0), labChannels.get(0));
Core.merge(labChannels, lab);

Mat claheRgb = new Mat();
Imgproc.cvtColor(lab, claheRgb, Imgproc. COLOR_Lab2RGB);

Mat gray = new Mat();
Imgproc.cvtColor(claheRgb, gray, Imgproc. COLOR_RGB2GRAY);
Imgproc.medianBlur(gray, gray, 5);

int height = gray.rows();

int width = gray.cols();

int minR = (int) (Math.min(height, width) * 0.25);
int maxR = (int) (Math.min(height, width) * 0.6);

Mat circles = new Mat();
Imgproc.HoughCircles(gray, circles, Imgproc.HOUGH_GRADIENT,
1.2, 100, 60, 45, minR, maxR);

Rect roi;

if (circles.cols() ) 0) {
double[] c = circles.get(0, 0);
int x = (int) Math.round(c[0]);



int y = (int) Math.round(c[1]);

int r = (int) Math.round(c[2] * 0.96);
int cropSize = (int) (r * 2.2);

int x1 = Math.max(0, x - cropSize / 2);

int y1 = Math.max(0, y - cropSize / 2);
int x2 = Math.min(width, x + cropSize / 2);
int y2 = Math.min(height, y + cropSize / 2);

roi = new Rect(x1, y1, x2 - x1, y2 - y1);
} else {
roi = new Rect(0, 0, width, height);

Mat cropped = new Mat(claheRgb, roi);
int w = cropped.cols();

int h = cropped.rows();

int maxSide = Math.max(w, h);

int top = (maxSide - h) / 2;

int bottom = (maxSide - h + 1) / 2
int left = (maxSide - w) / 2;

int right = (maxSide - w + 1) / 2;

Mat padded = new Mat();
Core.copyMakeBorder(cropped, padded, top, bottom, left, right,
Core.BORDER_CONSTANT, new Scalar(0, 0, 0));

Mat resized = new Mat();
Imgproc.resize(padded, resized, new Size(224, 224));

Bitmap output = Bitmap.createBitmap(224, 224,
Bitmap.Config.ARGB_8888);

Utils.matToBitmap(resized, output);

return output;



public static String assetFilePath(Context context, String assetName)
throws IOException {
File file = new File(context.getFilesDir(), assetName);
if (file.exists() && file.length() ) 0) {
return file.getAbsolutePath();

try (InputStream is = context.getAssets().open(assetName);
OutputStream os = new FileOutputStream(file)) {
byte[] buffer = new byte[4096];
int read;
while ((read = is.read(buffer)) = -1) {

os.write(buffer, 0, read);

}
os.flush();

return file.getAbsolutePath();

private String removeExifFromimage(String inputPath) {

Bitmap bitmap = BitmapFactory.decodeFile(inputPath);

File tempFile = new File(getCacheDir(), "cleaned_image.jpg");

try (FileOutputStream out = new FileOutputStream(tempFile)) {
bitmap.compress (Bitmap.CompressFormat.JPEG, 100, out);
out.flush();
return tempFile.getAbsolutePath();

} catch (IOException e) {
e.printStackTrace();
return inputPath;

private void saveBitmapForDebug(Bitmap bitmap, String filename) {



/] filename_output
String finalFilename;

if (filename.toLowerCase().endsWith (".jpg") |
filename.toLowerCase().endsWith(".jpeg")) {
finalFilename = filename.substring (0,

filename.lastindexOf(".")) + "_output.jpg’;
} else {

finalFilename = filename + "_output.jpg’;

ContentValues values = new ContentValues();

values.put(MediaStore.Images.Media.DISPLAY_NAME,
finalFilename);

values.put(MediaStore.Images.Media.MIME_TYPE, ‘image/jpeg");

values.put(MediaStore.Images.Media.RELATIVE_PATH,
Environment.DIRECTORY_PICTURES + "/EyeDebug");

ContentResolver resolver = getContentResolver();

Uri uri =
resolver.insert(MediaStore.Images.Media.EXTERNAL_CONTENT_URI,
values);

if (uri '= null) {
try (OutputStream out = resolver.openOutputStream(uri)) {
bitmap.compress (Bitmap.CompressFormat.JPEG, 100,
out);
out.flush();

Log.d("DEBUG", "0|0|Z] A& etz (MediaStore): " +
uri.toString());
} catch (IOException e) {
e.printStackTrace();
}
} else {
Log.e("DEBUG", "MediaStore0f| URI ‘44 AlO§");



6. activity_main.xml (MainActivity12| Ul)

(androidx.constraintlayout.widget.ConstraintLayout
xmins:android="http://schemas.android.com/apk/res/android"
xmlns:app="http://schemas.android.com/apk/res-auto”
xmlns:tools="http://schemas.android.com/tools"
android:id="@+id/main"
android:layout_width="match_parent"
android:layout_height="match_parent"
tools:context="eye.application.MainActivity1")

(ImageView
android:id="@+id/image_view"
android:layout_width="226dp"
android:layout_height="218dp"
android:layout_marginTop="60dp"
android:scaleType="fitCenter"
android:src="@drawable/retina_logo"
app:layout_constraintBottom_toTopOf="@+id/result_text’
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias="0.448"
app:layout_constraintStart_toStartOf="parent"
app:layout_constraintTop_toTopOf="parent” /)

(TextView
android:id="@+id/result_text"
android:layout_width="wrap_content"
android:layout_height="wrap_content"
android:layout_marginTop="44dp"



D

android:textSize="16sp"
app:layout_constraintEnd_toEndOf="parent’
app:layout_constraintStart_toStartOf="parent’
app:layout_constraintTop_toBottomOf="@id/image_view" /)

(Button
android:id="@+id/open_gallery_button’
android:layout_width="wrap_content’
android:layout_height="wrap_content"
android:layout_marginTop="8dp"
android:text="ZZ|0{| A O|D|A| {IEH"
android:fontFamily="@font/pretendard_std_variable’
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias="0.498"
app:layout_constraintStart_toStartOf="parent’
app:layout_constraintTop_toBottomOf="@id/result_text" /)

(Button
android:id="@+id/start_detection_button"
android:layout_width="wrap_content’
android:layout_height="wrap_content"
android:layout_marginTop="56dp"
android:text="At2I& 2% 7|
android:fontFamily="@font/pretendard_std_variable’
app:layout_constraintEnd_toEndOf="parent’
app:layout_constraintHorizontal_bias="0.498"
app:layout_constraintStart_toStartOf="parent’
app:layout_constraintTop_toBottomOf="@+id/open_gallery_button"

(ImageView
android:id="@+id/univ_logo"
android:layout_width="120dp"
android:layout_height="wrap_content"



android:layout_marginBottom="4dp"
android:scaleType="fitCenter"
android:src="@drawable/univ_logo®
app:layout_constraintBottom_toBottomOf="parent’
app:layout_constraintEnd_toEndOf="parent’
app:layout_constraintHorizontal_bias="0.017"
app:layout_constraintStart_toStartOf="parent" /)

(TextView
android:id="@+id/univ_text"
android:layout_width="wrap_content’
android:layout_height="wrap_content"
android:layout_marginBottom="16dp"
android:fontFamily="@font/pretendard_std_variable’
android:text="Resnet18_mobile_3.0"
android:textColor="#888888"
android:textSize="12sp"
android:textStyle="bold|italic"
app:layout_constraintBottom_toBottomOf="parent"
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias="0.854"
app:layout_constraintStart_toStartOf="parent" /)

(/androidx.constraintlayout.widget.ConstraintLayout)

7. activity2_main.xml (MainActivity22| Ul)

(?xml version="1.0" encoding="utf-8"?)

(androidx.constraintlayout.widget.ConstraintLayout
xmlns:android="http://schemas.android.com/apk/res/android"
xmlns:app="http://schemas.android.com/apk/res-auto”
xmlns:tools="http://schemas.android.com/tools"



android:id="@+id/main"
android:layout_width="match_parent’
android:layout_height="match_parent’
tools:context="eye.application.MainActivity2")

(ProgressBar
android:id="@+id/loading_spinner”
android:layout_width="wrap_content’
android:layout_height="wrap_content"
android:visibility="gone"
android:layout_marginTop="20dp"
app:layout_constraintTop_toBottomOf="@+id/image_view"
app:layout_constraintStart_toStartOf="parent"
app:layout_constraintEnd_toEndOf="parent’
style="? android:attr/progressBarStyleLarge”
N

(ImageView
android:id="@+id/image_view"
android:layout_width="244dp"
android:layout_height="237dp"
android:layout_marginTop="164dp"
android:scaleType="centerCrop"
app:layout_constraintEnd_toEndOf="parent"
app:layout_constraintHorizontal_bias="0.497"
app:layout_constraintStart_toStartOf="parent’
app:layout_constraintTop_toTopOf="parent” /)

(TextView
android:id="@+id/result_text"
android:layout_width="wrap_content’
android:layout_height="wrap_content"
android:layout_marginTop="28dp"
android:gravity="center"



android:text="2l4 Za}"

android:textSize="18sp"
app:layout_constraintEnd_toEndOf="parent’
app:layout_constraintHorizontal_bias="0.498"
app:layout_constraintStart_toStartOf="parent’
app:layout_constraintTop_toBottomOf="@+id/image_view" /)

(Button
android:id="@+id/retry_button’
android:layout_width="wrap_content’
android:layout_height="wrap_content"
android:text="CtA| EfZ|s17|"
android:visibility="gone"
app:layout_constraintTop_toBottomOf="@+id/result_text
app:layout_constraintStart_toStartOf="parent’
app:layout_constraintEnd_toEndOf="parent’

android:layout_marginTop="16dp" /)
(/androidx.constraintlayout.widget.ConstraintLayout)

8. SplashActivity.java (Splash Screen)

//SplashActivity.java
package eye.application;

import android.content.Intent;

import android.os.Bundle;

import android.os.Handler;

import android.view.View;

import android.view.Window;

import android.view.WindowManager;

import androidx.appcompat.app.AppCompatActivity;

public class SplashActivity extends AppCompatActivity {
private static final int SPLASH_DURATION = 3000;



@Override
protected void onCreate(Bundle savedinstanceState) {
super.onCreate(savedInstanceState);

[l ST e + SHEE LH[AIOE HE A A
getWindow ().getDecorView ().setSystemUiVisibility (
View.SYSTEM_UI_FLAG_FULLSCREEN
| View.SYSTEM_UI_FLAG_HIDE_NAVIGATION
);

/] H/3HE A A
if (getSupportActionBar() !'= null) {
getSupportActionBar().hide();

setContentView (R.layout.activity_splash);

new Handler().postDelayed(() -) {
Intent intent = new Intent (SplashActivity.this,
MainActivity1.class);
startActivity (intent);
finish();
}, SPLASH_DURATION);

9. activity_splash.java (Splash Screen2| Ul)

(?xml version="1.0" encoding="utf-8"?)

(RelativeLayout

xmins:android="http://schemas.android.com/apk/res/android"
android:layout_width="match_parent’
android:layout_height="match_parent’



android:background="#005BAC"
android:gravity="center")

(ImageView
android:id="@+id/logo"
android:layout_width="212dp"
android:layout_height="181dp"
android:contentDescription="¢# 21"
android:src="@drawable/white_logo" /)
(/RelativeLayout)

10. build.gradle(:app)
//build.gradle(:app)

plugins {
alias(libs.plugins.android.application)

}

android {
namespace = "eye.application’
compileSdk = 35

defaultConfig {

applicationld = "eye.application”
minSdk = 26
targetSdk = 35
versionCode = 1
versionName = "1.0"
testinstrumentationRunner

"androidx.test.runner.AndroidJUnitRunner”

}

buildTypes {
release {



minifyEnabled = true
shrinkResources = true
proguardFiles(

getDefaultProguardFile ("proguard-android-optimize.txt"),
"proguard-rules.pro’

compileOptions {
sourceCompatibility = JavaVersion.VERSION_11
targetCompatibility = JavaVersion.VERSION_11

[/ R Ot QA oF &|= FA| siZ
sourceSets {
getByName("main”) {
java.srcDirs("src/main/java”)
res.srcDirs("src/main/res")
manifest.srcFile ("src/main/AndroidManifest.xml")
jniLibs.srcDirs("src/main/jniLibs")

dependencies {

implementation 'org.pytorch:pytorch_android_lite:1.13.1°
implementation 'org.pytorch:pytorch_android_torchvision_lite:1.13.1°

implementation (libs.appcompat)
implementation (libs.material)
implementation(libs.activity)



implementation(libs.constraintlayout)
testimplementation (libs.junit)
androidTestimplementation(libs.ext.junit)
androidTestimplementation(libs.espresso.core)
implementation (project(":OpenCVLibrary411"))

implementation ("androidx.exifinterface:exifinterface:1.4.1")

11. build.gradle(:OpenCVLibrary411)

//build.gradle (:OpenCVLibrary411)
apply plugin: ‘com.android.library’

android {
namespace 'org.opencv’
compileSdkVersion 35

defaultConfig {
minSdkVersion 21
targetSdkVersion 35

sourceSets {
main {
java.srcDirs = ['src/main/java’l
res.srcDirs = ['src/main/res’]
manifest.srcFile 'src/main/AndroidManifest.xml’

dependencies {



implementation libs.constraintlayout

12. string.xml (apk 0|&)

(resources)
(string name="app_name")RetinaScan_V1{/string)
(/resources)

13. AndroidManifest.xml

(?xml version="1.0" encoding="utf-8"7)

{manifest xmlIns:android="http://schemas.android.com/apk/res/android"
xmins:tools="http://schemas.android.com/tools"
package="eye.application")

(uses-feature
android:name="android.hardware.camera"
android:required="false" /)

(uses-permission android:name="android.permission.CAMERA" /)

(queries)
(intent)
(action android:name="android.media.action.IMAGE_CAPTURE"
/>
(/intent)
(/queries)

(application
android:allowBackup="true"
android:dataExtractionRules="@xml/data_extraction_rules"
android:fullBackupContent="@xml/backup_rules’



android:icon="@mipmap/ic_launcher

android:label="@string/app_name"

android:roundlcon="@mipmap/ic_launcher_round"
android:supportsRtl="true"

android:theme="@style/ Theme.EyeDiagnosisApp"

tools:targetApi="31")

(I-- o 2 Het €8 --)

(provider
android:name="androidx.core.content.FileProvider
android:authorities="eye.application.fileprovider’
android:grantUriPermissions="true"
android:exported="false")

(meta-data
android:name="android.support.FILE_PROVIDER_PATHS"
android:resource="@xml/file_paths" /)

(/provider)

(I== & A2 o} (Splash) --)
(activity
android:name="eye.application.SplashActivity"
android:exported="true")
(intent-filter)
(action android:name="android.intent.action.MAIN" /)
( C a t e g 0 r
android:name="android.intent.category.LAUNCHER" /)
(/intent-filter)
(/activity)

(I-= 7]& HIQ! HE[HIE] --)

(activity
android:name="eye.application.MainActivity 1"
android:exported="true" /)



(activity
android:name="eye.application.MainActivity2"
android:exported="true"
android:parentActivityName="eye.application.MainActivity 1" /)

(/application)

(/manifest)

14. GradCam ++

# 1. Google Drive OI2E
from google.colab import drive
drive.mount('/content/drive’, force_remount=True)

# 2. torchcam A% (Grad-CAM++ | &
#!pip uninstall -y numpy

#!pip install numpy==1.23.5

I'pip install -q torchcam

import numpy as np
print(np.__version__)

# 3. 2t0|H2Z| /YEE

import torch

import torch.nn as nn

from torchvision import models, transforms
from PIL import Image

import matplotlib.pyplot as plt

import numpy as np

import cv2

from torchcam.methods import GradCAMpp

# 4. O|OJA] Hx=| ¥o|



transform = transforms.Compose(|[
transforms.Resize((224, 224)),
transforms.ToTensor (),
transforms.Normalize(mean=[0.485, 0.456, 0.406],
std=[0.229, 0.224, 0.225])
)

# 5. B3 AO| (ResNet18 + Custom FC)
model = models.resnet18()
model.fc = nn.Sequential(
nn.Dropout(0.6),
nn.Linear(512, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear(256, 4) # A £ 4

# 6. SI&E Y JtE2| 2 (pth — state_dict)
model.load_state_dict(torch.load ("/content/drive/MyDrive/resnet18_mobile_
3.1.pth", map_location="cpu’))

model.eval()

# 7. Grad-CAM++ Zix| 44
cam_extractor = GradCAMpp(model, target_layer="layer4.1.conv2")

# 8. HAE 0O|0|&] E2{27|

image_path =
"/content/drive/MyDrive/seg_dataset2_Alpha/train/amd/614_right.jpg"
image_pil = Image.open(image_path).convert("RGB")

input_tensor = transform(image_pil).unsqueeze(0)

# OpenCVE& AlZzl O[0]|A| (BGR + uint8 + 342 &)
image_np = np.array(image_pil.resize((224, 224)).convert('RGB"))



image_np = cv2.cvtColor(image_np,
cv2.COLOR_RGB2BGR).astype(np.uint8)

#9 EE =2 + CAM =&

output = model(input_tensor)

pred_class = output.argmax(dim=1).item()

cam = cam_extractor(pred_class, output) [0] # % HH® CAMETt =

# 10. CAM 22| (dzt + M=)
if isinstance(cam, torch.Tensor):
cam = cam.detach().cpu().numpy()

cam = (cam - cam.min()) / (cam.max() - cam.min() + 1e-8) # [0,1]
cam = np.uint8(cam * 255) # [0,255]
if cam.ndim ==

cam = cam.squeeze()

# BMEH: 7x7 — 224x2242 37| LFT|

cam = cv2.resize(cam, (224, 224), interpolation=cv2.INTER_LINEAR)
# 11. Heatmap % Overlay 44

heatmap = cv2.applyColorMap(cam, cv2.COLORMAP_JET)

heatmap = cv2.convertScaleAbs(heatmap, alpha=1.5)

overlay = cv2.addWeighted(image_np, 0.45, heatmap, 0.55, 0)

#12. NU3 =4

plt.figure(figsize=(12, 4))

plt.subplot(1, 3, 1)

plt.imshow (cv2.cvtColor(image_np, cv2.COLOR_BGR2RGB))
plt.title("Original Image”)

plt.axis ('off’)

plt.subplot(1, 3, 2)



plt.imshow(cam, cmap='jet’)
plt.title("Grad-CAM++")
plt.axis ('off')

plt.subplot(1, 3, 3)

plt.imshow (cv2.cvtColor(overlay, cv2.COLOR_BGR2RGB))
plt.title("Overlay")

plt.axis ('off’)

plt.tight_layout ()
plt.show ()

15. Confusion_Matrix(Resnet18)

//Confusion_Matrix (Resnet18)

import 0s

import torch

import numpy as np

import matplotlib.pyplot as plt

from torchvision import transforms, models
from PIL import Image

from tgdm import tgdm

from sklearn.metrics import confusion_matrix, ConfusionMatrixDisplay,
classification_report

import torch.nn as nn

from google.colab import drive

# Google Drive O2E
drive.mount('/content/drive’, force_remount=True)

# 3= 4%
TEST_DIR = "/content/drive/MyDrive/seg_dataset2_Alpha/valid”
MODEL_PATH = "/content/drive/MyDrive/resnet18_mobile_3.1.pth"



# 20 O|F 7|¢t S2fA o™
folder_names = sorted(os.listdir(TEST_DIR))
label_map = {

‘amd": 0,

'diabetic_retinopathy': 1,

'glaucoma’: 2,

‘normal’: 3
}
class_names = ['AMD’, 'DR’, 'GLC', 'NML']
print("[INFO] label_map 4dE:", label_map)
print("[DEBUG] &A| ECE:", folder_names)

# S0 2 of 2 0|0jA| £ C|HY
for folder_name in folder_names:
folder_path = os.path.join(TEST_DIR, folder_name)
exists = os.path.exists(folder_path)
files = os.listdir(folder_path) if exists else []
print(f'[CHECK]  {folder_name} = — exists: {exists},
{len(files)}")

# 0|0|Z] A2 (51 =Y)

transform = transforms.Compose(|[
transforms.Resize(224),
transforms.CenterCrop(224),
transforms.ToTensor (),
transforms.Normalize (mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])
)

# ClHIO[A 2

device = torch.device('cuda" if torch.cuda.is_available() else "cpu")

print(f'[INFO] A2 Zx|: {device}")

# 22 9 X HSA 2Y

images:



model = models.resnet18(weights=None)
model.fc = nn.Sequential(
nn.Dropout(0.6),
nn.Linear(512, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear (256, len(class_names))
)
model.load_state_dict(torch.load (MODEL_PATH, map_location=device))
model.to(device)
model.eval()

# o

y_true, y_pred = ], []

with torch.no_grad():
for folder_name, label_idx in label_map.items():
folder_path = os.path.join(TEST_DIR, folder_name)
image_files = [f for f in os.listdir(folder_path) if
f.lower().endswith((".jpg’, ".jpeg’, .png’))]

print(f'[DEBUG] folder: {folder_name}, label: {label_idx}, images:
{len(image_files)}")

for img_file in tgdm(image_files, desc=folder_name, unit="img"):
img_path = os.path.join(folder_path, img_file)

try:
image = Image.open(img_path).convert("RGB")
input_tensor =
transform(image).unsqueeze(0).to(device)

output = model(input_tensor)



pred = torch.argmax(output, dim=1).item()

y_true.append (label_idx)
y_pred.append(pred)
except Exception as e:
print(f"[ERROR] {folder_name}/{img_file} — {e}")
continue
# Confusion Matrix &
cm = confusion_matrix(y_true, y_pred)
disp = ConfusionMatrixDisplay (confusion_matrix=cm,
display_labels=class_names)
plt.figure(figsize=(6, 6))
disp.plot(cmap="Blues’, values_format='d")
plt.title("Confusion Matrix:Resnet_18")
plt.show ()

# Classification Report &3

print("#nClassification Report:Resnet_18")
print(classification_report(y_true,  y_pred, target_names=class_names,
digits=4))

16. Confusion_Matrix (Efficientnet_B0)

//Confusion_Matrix (Efficientnet_B0)

import os

import torch

import numpy as np

import matplotlib.pyplot as plt

from torchvision import transforms

from torchvision.models import efficientnet_b0, EfficientNet_BO_Weights
from PIL import Image

from tgdm import tgdm



from sklearn.metrics import confusion_matrix, ConfusionMatrixDisplay,
classification_report

import torch.nn as nn

from google.colab import drive

# Google Drive O2E
drive.mount('/content/drive’, force_remount=True)

# 32 43
TEST_DIR = "/content/drive/MyDrive/seg_dataset2_Alpha/valid"
MODEL_PATH = "/content/drive/MyDrive/efficientnetBO_mobile_1.0.pth"

# =ciA O
label_map = {
‘amd’: 0,
'diabetic_retinopathy': 1,
'glaucoma’: 2,
‘normal’: 3
}
class_names = ['AMD’, 'DR’, 'GLC', 'NML']

# 20 =l
folder_names = sorted(os.listdir(TEST_DIR))
print("[INFO] label_map M4 E:", label_map)
print("[DEBUG] &A| ECEE:", folder_names)
for folder_name in folder_names:
folder_path = os.path.join(TEST_DIR, folder_name)
exists = os.path.exists(folder_path)
files = os.listdir(folder_path) if exists else []
print(f'[CHECK]  {folder_name} = — exists: {exists}, images:
{len(files)}")

# O|0|Z] A2
transform = transforms.Compose(|[



transforms.Resize(256),
transforms.CenterCrop(224),
transforms.ToTensor (),
transforms.Normalize(mean=[0.485, 0.456, 0.406],
std=[0.229, 0.224, 0.225])
)

# ClHojA Ay
device = torch.device('cuda" if torch.cuda.is_available() else "cpu")
print(f'[INFO] Atg & Z|: {device}’)

# EfficientNet-BO 2 &2l 2 7t34 Y
weights = EfficientNet_BO_Weights.DEFAULT
model = efficientnet_b0(weights=weights) # pretrained #2

# classifier 712 AL (S5 Al2t SYSHA|!)
num_ftrs = model.classifier[1].in_features
model.classifier = nn.Sequential(

nn.Dropout(0.6),

nn.Linear(num_ftrs, 256),

nn.BatchNorm1d(256),

nn.ReLU(),

nn.Dropout(0.4),

nn.Linear (256, len(class_names)) # 4-class

# 22 7132 29

model.load_state_dict(torch.load (MODEL_PATH, map_location=device))
model.to(device)

model.eval()

# o= 28

= T O

y_true, y_pred = [], []



with torch.no_grad():
for folder_name, label_idx in label_map.items():
folder_path = os.path.join(TEST_DIR, folder_name)
image_files = [f for f in os.listdir(folder_path) if
f.lower().endswith((".jpg’, ".jpeg’, .png’))]

print(f"[DEBUG] folder: {folder_name}, label: {label_idx}, images:
{len(image_files)}")

for img_file in tgdm(image_files, desc=folder_name, unit="img"):
img_path = os.path.join(folder_path, img_file)

try:
image = Image.open(img_path).convert(‘RGB")
input_tensor =
transform(image) .unsqueeze(0).to(device)

output = model(input_tensor)
pred = torch.argmax(output, dim=1).item()

y_true.append (label_idx)
y_pred.append(pred)
except Exception as e:
print(f'[ERROR] {folder_name}/{img_file} — {e}")
continue

# Confusion Matrix 2

cm = confusion_matrix(y_true, y_pred)

disp = ConfusionMatrixDisplay (confusion_matrix=cm,
display_labels=class_names)

plt.figure(figsize=(6, 6))

disp.plot(cmap="Blues’, values_format='d’)

plt.title("Confusion Matrix:Efficientnet_B0O")

plt.show ()



# Classification Report

print("WnClassification Report:Efficientnet_B0")
print(classification_report(y_true,  y_pred, target_names=class_names,
digits=4))

17. Confusion_Matrix(Mobilenet_V2)

#Confusion_Matrix(Mobilenet_V2)

import os

import torch

import numpy as np

import matplotlib.pyplot as plt

from torchvision import transforms

from torchvision.models import mobilenet_v2, MobileNet_V2_Weights
from PIL import Image

from tgdm import tqgdm

from sklearn.metrics import confusion_matrix, ConfusionMatrixDisplay,
classification_report

import torch.nn as nn

from google.colab import drive

# Google Drive O2E
drive.mount('/content/drive’, force_remount=True)

# 32 43

TEST_DIR = "/content/drive/MyDrive/seg_dataset2_Alpha/valid"
MODEL_PATH = "/content/drive/MyDrive/mobilenetv2_mobile_1.0.pth" #
MobileNetV2 7t&%| 42

# Scfs ofE

label_map = {
‘amd’: 0,
'diabetic_retinopathy': 1,



'glaucoma’: 2,
'normal’: 3
}
class_names = ['AMD’, 'DR’, 'GLC', 'NML']

# SO =2
folder_names = sorted(os.listdir(TEST_DIR))
print("[INFO] label_map 4dE:", label_map)
print("[DEBUG] &A| ECE:", folder_names)
for folder_name in folder_names:
folder_path = os.path.join(TEST_DIR, folder_name)
exists = os.path.exists(folder_path)
files = os.listdir(folder_path) if exists else []
print(f'[CHECK]  {folder_name} = — exists: {exists},
{len(files)}")

# O[O[A| 2]

transform = transforms.Compose([
transforms.Resize (256),
transforms.CenterCrop(224),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])
)

# ClHIO|A 2

device = torch.device('cuda" if torch.cuda.is_available() else "cpu”)

print(f'[INFO] A& &Zz|: {device}")
# MobileNetv2 2 Zo| & J7t3%| 2Y
weights = MobileNet_V2_Weights.DEFAULT

model = mobilenet_v2 (weights=weights)

# classifier 2 2HAQ| (& Al SYSHA|!)

images:



num_ftrs = model.classifier[1].in_features
model.classifier = nn.Sequential(
nn.Dropout(0.6),
nn.Linear(num_ftrs, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear (256, len(class_names)) # 4-class

# 23 s3] 29

model.load_state_dict(torch.load (MODEL_PATH, map_location=device))
model.to(device)

model.eval()

# o= 23y

= T O

y_true, y_pred = [], []

with torch.no_grad():
for folder_name, label_idx in label_map.items():
folder_path = os.path.join(TEST_DIR, folder_name)
image_files = [f for f in os.listdir(folder_path) if
f.lower().endswith((".jpg’, ".jpeg’, .png’))]

print(f'[DEBUG] folder: {folder_name}, label: {label_idx}, images:
{len(image_files)}")

for img_file in tgdm(image_files, desc=folder_name, unit="img"):
img_path = os.path.join(folder_path, img_file)

try:
image = Image.open(img_path).convert("RGB")
input_tensor =
transform(image).unsqueeze(0).to(device)



output = model(input_tensor)
pred = torch.argmax(output, dim=1).item()

y_true.append (label_idx)
y_pred.append(pred)
except Exception as e:
print(f"[ERROR] {folder_name}/{img_file} — {e}")
continue

# Confusion Matrix %

cm = confusion_matrix(y_true, y_pred)

disp = ConfusionMatrixDisplay (confusion_matrix=cm,
display_labels=class_names)

plt.figure(figsize=(6, 6))

disp.plot(cmap="Blues’, values_format='d")

plt.title ("Confusion Matrix:Mobilenet_V2")

plt.show ()

# Classification Report &3

print("WnClassification Report:Mobilenet_V2")
print(classification_report(y_true,  y_pred, target_names=class_names,
digits=4))

18. AUC-ROC (Resnet-18)

# AUC-ROC_Resnet-18

import 0s

import torch

import numpy as np

import matplotlib.pyplot as plt

from torchvision import transforms, models
from PIL import Image

from tgdm import tgdm



import torch.nn as nn

from google.colab import drive

from sklearn.metrics import roc_curve, auc
from sklearn.preprocessing import label_binarize

# Google Drive O2E
drive.mount('/content/drive’, force_remount=True)

# 32 43

TEST_DIR = "/content/drive/MyDrive/seg_dataset2_Alpha/train’
MODEL_PATH = "/content/drive/MyDrive/resnet18_mobile_3.1.pth"
SAVE_PATH = "/content/drive/MyDrive/resnet18_roc_train.png"

# 2cis H9|
label_map = {
‘amd’: 0,
'diabetic_retinopathy': 1,
'glaucoma’: 2,
‘normal’: 3
}
class_names = ['AMD’, 'DR’, 'GLC', 'NML']

# O[O|A| MA2| (sh&2t SYSHA |FAl)

transform = transforms.Compose(|[
transforms.Resize(256),
transforms.CenterCrop(224),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])
)

# C|HO|A~ &Y
device = torch.device('cuda" if torch.cuda.is_available() else "cpu’)
print(f'[INFO] Ar& &Z|: {device}’)



# ResNet18 23 Aol 4 7151 Y
model = models.resnet18(weights=None)
model.fc = nn.Sequential(
nn.Dropout(0.6),
nn.Linear(512, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear (256, len(class_names))
)
model.load_state_dict(torch.load (MODEL_PATH, map_location=device))
model.to(device)
model.eval()

# 0= ¥
y_true = ]
y_score = []

with torch.no_grad():
for folder_name, label_idx in label_map.items():
folder_path = os.path.join(TEST_DIR, folder_name)
image_files = [f for f in os.listdir(folder_path) if
f.lower().endswith((".jpg’, ".jpeg’, .png’))]

print(f'[DEBUG] folder: {folder_name}, label: {label_idx}, images:
{len(image_files)}")

for img_file in tgdm(image_files, desc=folder_name, unit="img"):
img_path = os.path.join(folder_path, img_file)

try:
image = Image.open(img_path).convert("RGB")
input_tensor =



transform(image).unsqueeze(0).to(device)

output = model(input_tensor)
prob = torch.softmax(output, dim=1).cpu().numpy () [0]

y_true.append (label_idx)
y_score.append(prob)
except Exception as e:
print(f"[ERROR] {folder_name}/{img_file} — {e}")
continue

# ROC Curve A4t
y_true_bin = label_binarize(y_true, classes=[0, 1, 2, 3])

y_score = np.array(y_score)

# AlZ=t 2 XY
plt.figure(figsize=(8, 6))
colors = ['red’, 'blue’, 'green’, 'orange’l

for i in range(n_classes):
fpr, tpr, _ = roc_curve(y_true_bin[:, il, y_scorel:, il)
roc_auc = auc(fpr, tpr)
plt.plot(fpr, tpr, color=colorsli], Iw=2,
label=f"{class_names[i]} (AUC = {roc_auc:.4f})")

plt.plot([0, 11, [0, 1], 'k—--', Iw=1)
plt.xlim([0.0, 1.0])

plt.ylim([0.0, 1.05])

plt.xlabel ("False Positive Rate")
plt.ylabel ("True Positive Rate")
plt.title("ROC Curve (ResNet18)")
plt.legend (loc="lower right")
plt.grid(True)

plt.tight_layout ()



# ROC Curve O|D|A| A&

plt.savefig (SAVE_PATH)

plt.show ()

print(f"[SAVED] ROC Curve saved to: {SAVE_PATH}")

19. AUC-ROC (Efficientnet-B0)

#AUC-ROC_Efficientnet-B0

import os

import torch

import numpy as np

import matplotlib.pyplot as plt

from torchvision import transforms

from torchvision.models import efficientnet_b0, EfficientNet_BO_Weights
from PIL import Image

from tgdm import tqgdm

from sklearn.preprocessing import label_binarize
from sklearn.metrics import roc_curve, auc
import torch.nn as nn

from google.colab import drive

# Google Drive O2E
drive.mount('/content/drive’, force_remount=True)

#t 32 43

TEST_DIR = "/content/drive/MyDrive/seg_dataset2_Alpha/train’
MODEL_PATH = "/content/drive/MyDrive/efficientnetBO_mobile_1.0.pth"
SAVE_PATH = "/content/drive/MyDrive/efficientnet_roc_train.png"

# 2cis Z9|
label_map = {
‘amd’: 0,



'diabetic_retinopathy': 1,

'glaucoma’: 2,

'normal’: 3
}
class_names = ['AMD’', 'DR’, 'GLC', 'NML']
n_classes = len(class_names)

# O[O[A| Az

transform = transforms.Compose(|[
transforms.Resize (256),
transforms.CenterCrop(224),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])
D

# ClHojA 4y
device = torch.device('cuda" if torch.cuda.is_available() else "cpu")
print(f'[INFO] AFE &2A|: {device}")

# 2 Ho| 2 JtESA| 29
weights = EfficientNet_BO_Weights.DEFAULT
model = efficientnet_b0(weights=weights)
num_ftrs = model.classifier[1].in_features
model.classifier = nn.Sequential(
nn.Dropout(0.6),
nn.Linear (num_ftrs, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear (256, n_classes)
)
model.load_state_dict(torch.load (MODEL_PATH, map_location=device))
model.to(device)



model.eval()

# 0= ¥
y_true = ]
y_score = []

with torch.no_grad():
for folder_name, label_idx in label_map.items():
folder_path = os.path.join(TEST_DIR, folder_name)
image_files = [f for f in os.listdir(folder_path) if
f.lower().endswith((".jpg’, ".jpeg’, .png’))]

for img_file in tgdm(image_files, desc=f"'[ROC] {folder_name}",
unit="img"):
img_path = os.path.join(folder_path, img_file)
try:
image = Image.open(img_path).convert("‘RGB")
input_tensor =
transform (image).unsqueeze(0).to(device)

output = model(input_tensor)
prob = torch.softmax(output, dim=1).cpu().numpy () [0]

y_true.append (label_idx)
y_score.append (prob)
except Exception as e:
print(f"[ERROR ] {folder_name}/{img_file} — {e}")
continue

# ROC Curve A4t
y_true_bin = label_binarize(y_true, classes=list(label_map.values()))
y_score = np.array(y_score)

# AZer B A



plt.figure(figsize=(8, 6))
colors = ['red’, 'blue’, 'green’, 'orange’l

for i in range(n_classes):
fpr, tpr, _ = roc_curve(y_true_bin[:, i], y_scorel:, i])
roc_auc = auc(fpr, tpr)
plt.plot(fpr, tpr, color=colorsl[i], lw=2,
label=f"{class_names[i]} (AUC = {roc_auc:.4f})")

plt.plot([0, 1], [0, 11, 'k--', lw=1)
plt.xlim([0.0, 1.0])

plt.ylim([0.0, 1.05])

plt.xlabel ("False Positive Rate")
plt.ylabel("True Positive Rate")
plt.title("ROC Curve (EfficientNetB0)")
plt.legend(loc="lower right")
plt.grid(True)

plt.tight_layout()

# ROC Curve O|0|Z| 22

plt.savefig (SAVE_PATH)

plt.show ()

print(f'[SAVED] ROC Curve saved to: {SAVE_PATH}")

20. AUC-ROC(Mobilenet-V2)

#AUC-ROC_Mobilenet-V2

import 0s

import torch

import numpy as np

import matplotlib.pyplot as plt

from torchvision import transforms

from torchvision.models import mobilenet_v2, MobileNet_V2_Weights
from PIL import Image



from tgdm import tqgdm

from sklearn.preprocessing import label_binarize
from sklearn.metrics import roc_curve, auc
import torch.nn as nn

from google.colab import drive

# Google Drive O2E
drive.mount('/content/drive’, force_remount=True)

# 32 43

TEST_DIR = "/content/drive/MyDrive/seg_dataset2_Alpha/train’
MODEL_PATH = "/content/drive/MyDrive/mobilenetv2_mobile_1.0.pth"
SAVE_PATH = "/content/drive/MyDrive/mobilenetv2_roc_train.png’

# 2L HQ
label_map = {
‘amd’: 0,
'diabetic_retinopathy': 1,
'glaucoma’: 2,
'normal’: 3
}
class_names = ['AMD', 'DR’, 'GLC', 'NML']
n_classes = len(class_names)

# O|O[A| Xz

transform = transforms.Compose([
transforms.Resize(256),
transforms.CenterCrop(224),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])
D

# ClHfO|& 2



device = torch.device('cuda" if torch.cuda.is_available() else "cpu’)
print(f'[INFO] Atg& &=|: {device}")

# 22 Fol 2 IS =Y
weights = MobileNet_V2_Weights.DEFAULT
model = mobilenet_v2 (weights=weights)
num_ftrs = model.classifier[1].in_features
model.classifier = nn.Sequential(
nn.Dropout(0.6),
nn.Linear (num_ftrs, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear(256, n_classes)
)
model.load_state_dict(torch.load (MODEL_PATH, map_location=device))
model.to(device)
model.eval()

# o= 2
y_true = []
y_scores = []

with torch.no_grad():
for folder_name, label_idx in label_map.items():
folder_path = os.path.join(TEST_DIR, folder_name)
image_files = [f for f in os.listdir(folder_path) if
f.lower().endswith((".jpg’, ".jpeg’, .png’))]

for img_file in tgdm(image_files, desc=folder_name, unit="img"):
img_path = os.path.join(folder_path, img_file)
try:
image = Image.open(img_path).convert("RGB")
input_tensor =



transform(image).unsqueeze(0).to(device)

output = model(input_tensor)
prob = torch.softmax(output, dim=1).cpu().numpy () [0]

y_true.append (label_idx)
y_scores.append (prob)
except Exception as e:
print(f"[ERROR] {folder_name}/{img_file} — {e}")
continue

# ROC Curve A4t
y_true_bin = label_binarize(y_true, classes=[0, 1, 2, 3])

y_scores = np.array(y_scores)

# AlZ=t 2 XY
plt.figure(figsize=(8, 6))
colors = ['red’, 'blue’, 'green’, 'orange’l

for i in range(n_classes):
fpr, tpr, _ = roc_curve(y_true_bin[:, il, y_scoresl[:, i])
roc_auc = auc(fpr, tpr)
plt.plot(fpr, tpr, color=colorsli], Iw=2,
label=f"{class_names[i]} (AUC = {roc_auc:.4f})")

plt.plot([0, 11, [0, 1], 'k—--', Iw=1)
plt.xlim([0.0, 1.0])

plt.ylim([0.0, 1.05])

plt.xlabel ("False Positive Rate")
plt.ylabel ("True Positive Rate")
plt.title("ROC Curve (MobileNetV2)")
plt.legend (loc="lower right")
plt.grid(True)

plt.tight_layout ()



# ROC Curve O|D|A| A&

plt.savefig (SAVE_PATH)

plt.show ()

print(f"[SAVED] ROC Curve saved to: {SAVE_PATH}")

21. t-SNE

# t-SNE

import os

import torch

import numpy as np

import matplotlib.pyplot as plt

from torchvision import transforms, models
from PIL import Image

from tgdm import tqgdm

from sklearn.manifold import TSNE

from sklearn.preprocessing import StandardScaler
import seaborn as sns

import pandas as pd

import torch.nn as nn

from google.colab import drive

# Google Drive Ot2E
drive.mount('/content/drive’, force_remount=True)

# ClO[HAl & & H=2 4
TEST_DIR = "/content/drive/MyDrive/seg_dataset2_Alpha/train’
MODEL_PATH = "/content/drive/MyDrive/resnet18_mobile_3.1.pth"

# 2aiA 0|5 F 2t ol
label_map = {
‘amd’: 0,



'diabetic_retinopathy': 1,
'glaucoma’: 2,
‘normal’: 3
}
class_names = ['AMD’', 'DR’, 'GLC', 'NML']

# O|0|Z] A2 (k& sYot LA |A|)

transform = transforms.Compose(|[
transforms.Resize(224),
transforms.CenterCrop(224),
transforms.ToTensor (),
transforms.Normalize (mean=[0.485, 0.456, 0.406],

std=[0.229, 0.224, 0.225])
)

# ClgojA 4y
device = torch.device("cuda” if torch.cuda.is_available() else "cpu”)
print(f'[INFO] A& C|H}O|A: {device}")

# ResNet18 7|8t HAE RHE 4
model = models.resnet18(weights=None)
model.fc = nn.Sequential(
nn.Dropout(0.6),
nn.Linear(512, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear (256, len(class_names))
)
model.load_state_dict(torch.load (MODEL_PATH, map_location=device))
model.to(device)
model.eval()

# 24 27| 4 (FC 0|0 27tA])



feature_extractor = torch.nn.Sequential (*list(model.children()) [:-1])
feature_extractor.to(device)
feature_extractor.eval()

# £4 diE g golg
features = []
labels = []

with torch.no_grad():
for folder_name, label_idx in label_map.items():
folder_path = os.path.join(TEST_DIR, folder_name)
image_files = [f for f in os.listdir(folder_path) if
f.lower().endswith((".jpg’, ".jpeg’, .png’))]

for img_file in  tgdm(image_files, desc=f"{folder_name}",
unit="img"): # A train O[O|A|
img_path = os.path.join(folder_path, img_file)
try:
image = Image.open(img_path).convert("RGB")
input_tensor =
transform(image).unsqueeze(0).to(device)
feature = feature_extractor(input_tensor)
feature = feature.view (feature.size(0),
=1).cpu().numpy() # (1, 512)
features.append (feature[0])
labels.append (label_idx)
except Exception as e:
print(f"[ERROR] {folder_name}/{img_file} — {e}")
continue

# t-SNEZ 2t =4 (2D)
features = StandardScaler().fit_transform (features)
tsne = TSNE(

n_components=2,



perplexity=30,
learning_rate=1500,
early_exaggeration=100,
n_iter=1500,

init="pca’,
random_state=42

)

features_2d = tsne.fit_transform(features)

# A28 DataFrame 44d
df = pd.DataFrame({
'x': features_2d[:, 0],
'y't features_2d[:, 1],
'label': [class_names][i] for i in labels]

1)

# 2D t-SNE AlZts} &2

plt.figure(figsize=(8, 6))

sns.scatterplot(data=df, x='x, y='y', hue='label', palette='Set2’, s=60,
edgecolor="black’)

plt.title("t-SNE  Visualization of Feature Embeddings (ResNet-18)",
fontsize=14)

plt.xlabel ("Component 1)

plt.ylabel ("Component 2°)

plt.legend(title="Class’, loc="best’)

plt.grid(True)

plt.tight_layout ()

plt.show ()
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